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I. INTRODUCTION 

The active fire dataset of the National Aeronautics and Space Administration (NASA) is data obtained from the Visible Infrared 

Imaging Radiometer Suite Sensor (VIIRS), And the resulting image is a spectroradiometer image as shown in Figure 1. In this 

dataset, the data features have eight features: latitude, longitude, brightness, scan, track, acq date, acq time, satellite, confidence, 

version, bright_t31, frp, daylight. This dataset is from NASA's official website (https://earthdata.nasa.gov/earth-observation-

data/near-real-time/firms/viirs-i-band-active-fire-data).This dataset was studied before. In this study [1], The purpose active fire 

data are used to prevent forest fires. The features used have been reduced to 2 features: longitude and latitude. The dataset regions 

are taken only in South and Southeast Asia. The algorithm used is a combination of Local Outlier Factor (LOF) and K-Means. 

Implementation of the LOF, the accuracy value of K-Means increases compared to Simple K-Means. Certain studies using this 

dataset include the [2] [3] [4] [5] [6] [7] for the prevention, clustering, and monitoring of forest cover, flare monitoring [8]. 

 Group analysis is to group data into several groups based on data similarity. If there is new data, the similarities in its features 

will be seen and will be included in certain groups. In group analysis, there are two types of algorithmic approaches, partition-

based approaches and hierarchy-based approaches. Partition-based methods include K-means. K-harmonic means, K-modes, 

Fuzzy C-means, K-Medoid. Meanwhile, based on hierarchy, there are agglomerative linkage methods (single, complete, average), 

density-based clustering (DBScan), Spectral, and Graph Clustering [9] [10]. 

For the optimum number of clusters, a partial clustering algorithm needs to be analyzed. Research [11] has contributed to 

Davies-Bouldin's technical development aside from the advancement of the K-Means method itself. Around the same period, 

Davies-Boulding and Silhouette index were used to measure the performance of the clustering method [12] [13]. The Dunn and 

Silhouette experiments are also used to measure clusters on Clustering Large Application (CLARA) and K-Means. By using a 

statistical approach, research [14] improves the performance of the Dunn index using the K-Means cluster method. Existing 

Clustering Quality Matrix (CQMs) has been used for internal cluster validity [15]. 

Our research contributes to the evaluation of the clustering method that best fits this dataset by comparing several methods 

with cluster measurement using various techniques. In this study, we will use the active fire dataset from NASA with a comparison 

of partial clustering and hierarchical clustering: the K-means, Fuzzy C-means (FCM), and Linkage. As for the internal cluster 

analysis, we will use Elbow. The partition of this document shall be divided into four parts: the first part explains the introduction, 

A B S T R AC T 

 

One of the causes of forest fires is the lack of speed of handling when a fire occurs. This can be anticipated by determining how many extinguishing units 

are in the center of the hot spot. To get hotspots, NASA has provided an active fire dataset. The clustering method is used to get the most optimal centroid 

point. The clustering methods we use are K-Means, Fuzzy C-Means (FCM), and Average Linkage. The reason for using K-means is a simple method and 

has been applied in various areas. FCM is a partition-based clustering algorithm which is a development of the K-means method. The hierarchical based 

clustering method is represented by the Average Linkage method.  The measurement technique that uses is the sum of the internal distance of each cluster. 

Elbow evaluation is used to evaluate the optimal cluster. The results obtained after conducting the K-Means trial obtained the best results with a total distance 

of 145.35 km, and the best clusters from this method were 4 clusters. Meanwhile, the total distance values obtained from the FCM and Linkage methods were 

154.13 km and 266.61 km. 
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the second part describes the theoretical basis of the methods/techniques used in the research, the results and discussion are in the 

third part, what conclusions are in the last section. 

 
Fig. 1. Digital Image Active Fire 

 

II. METHOD 

A. K-Means 

The clustering method is used to divide large data into several clusters. There are two types of clustering, namely Hierarchical 

and Non-Hierarchical. K-Means is one of the non-hierarchical clustering methods. K-Means works as analyzing, modeling, and 

clustering data by partition system. K-Means is used to cluster data into clusters where the data in a cluster have the same 

characteristics between each other and have different characteristics with another cluster. In other words, the aim of K-Means 

Clustering is minimizing the objective function. Minimizing objective function can be obtained by minimizing data variant with 

another cluster. K-Means algorithm is an iterative algorithm which attempts to partition the dataset into cluster K. The algorithm 

is continuing as follows: 

1. Select initial cluster centers k (centroid) 

2. Calculate point-to-cluster centroid distances of each centroid from all observations. 

3. Assign each observation of the nearest centroid to the cluster.  

4. Assign each of the nearest centroid observations to the cluster.  

5. Assign observations to another centroid on a stand-alone basis if the reassignment reduces the sum of the in-cluster, point-

to-cluster-centroid distances.  

6. Compute centroid each K 

7. Repeat steps 2 – 6 until the value of each centroid does not change. 

 

B. Fuzzy C-Means 

Fuzzy C-Means (FCM) is a clustering approach that allows numerous clusters with different degrees of membership to belong 

to each data point. FCM has known as an improved partition clustering system. FCM is based on the following objective function 

being minimized. The concept of FCM is based on determining the center of the cluster that will mark the average location for 

each cluster. Each data has a degree of membership for each formed cluster. In the beginning, the cluster center is still inaccurate 

and repeatedly repairs itself till it is located at the right point. This loop is based on minimizing the objective function, which 

describes the distance from a given data point to the center of the cluster weighted by the degree of membership of that data point. 

From the loop, it can be seen that the longer the center of the cluster will move towards that location is right. FCM is satisfied as 

equation (1).  

𝐽𝑚 =  ∑  

𝐷

𝑖=1

 ∑ 𝜇𝑖𝑗
𝑚

𝑁

𝑗=1

 ‖𝑥𝑖 − 𝑐𝑗‖
2

                                                                                                                                        (1) 

where :  

• D variable is the number of data points. 

• N is the number of clusters. 

• m variable is a fuzzy partition matrix exponent for controlling the degree of fuzzy overlap, with m > 1. Fuzzy overlap 

refers to how fuzzy the boundaries between clusters are, that is, the number of data points that have significant membership 

in more than one cluster. 

• xi variable is the ith data point. 
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• cj is the center of the jth cluster. 

• μij is the degree of membership of xi in the jth cluster. For a given data point, xi, the sum of the membership values for all 

clusters is one. 

During clustering, FCM performs the following steps:  

1. Randomly initialize the cluster membership values, μij. 

2. Calculate the cluster centers : 

𝑐𝑗 =
∑ 𝜇𝑖𝑗

𝑚𝑥𝑖
𝐷
𝑖=1

∑ 𝜇𝑖𝑗
𝑚𝐷

𝑖=1

                                                                                                                                                                    (2) 

3. Update μij according to the following: 

𝑢𝑖𝑗 =
1

∑ (
‖𝑥𝑖 − 𝑐𝑗‖
‖𝑥𝑖 − 𝑐𝑘‖)𝑁

𝑘=1

2
𝑚−1

                                                                                                                                           (3) 

 

4. Calculate the objective function, Jm. 

5. Repeat steps 2–4 until Jm improves by less than a specified minimum threshold or until after a specified maximum 

number of iterations. 

 

C. Linkage 

There are three Hierarchical clusters such as single linkage, complete linkage, and average linkage. This research uses an average 

linkage. Average linkage gives results if some clusters are gathered according to the average distance between the pair of cluster 

membership. A linkage is a gap between two clusters. The following notation describes the linkages used by the various methods: 

• Cluster r is formed from clusters p and q. 

• nr is the number of objects in cluster r. 

• xri is the ith object in cluster r. 

Average linkage uses the average distance between all pairs of objects in any two clusters as shown in equation (4). 

𝑑(𝑟, 𝑠) =
1

𝑛𝑟𝑛𝑠
 ∑ ∑ 𝑑𝑖𝑠𝑡(𝑥𝑟𝑖, 𝑥𝑠𝑗)                                                                                                                    (4)

𝑛𝑠

𝑗=1

𝑛𝑟

𝑖=1

 

D. Elbow Evaluation 

Elbow is a heuristic method for analyzing and determining the optimal cluster of datasets. First, this method begins with plotting 

the values as a result of the function of the number of clusters and mark them to the elbow of the curve. This curve gives 

information about the number of clusters to use. The algorithm of this method is following this step: 

1. A initial number of maximum clusters. 

2. Repeat until the maximum cluster 

• for i=1 to max cluster 

Calculate the sum of distance each data for its cluster sumDi 

• end 

3.    Calculate the optimal class by measuring the widest distance to sumD 

 

E. Data  

From the data taken on 18/08/2020, it is focused on the South Asia region. The results of plotting the data that have been 

taken are shown in Figure 2. Based on Figure 2.a, there is a red dot that indicates a hot spot on the island of Borneo. Figure 2.b is 

an enlargement of the hotspots on the island of Borneo only. To obtain data on the island of Borneo, we must first limit the values 

of latitude and longitude as in Figure 3, with coordinates of A (6,491o, 108,790 o), B (6,491o, 118,524 o), C (-4,039 o, 108,790 o) 

and D (-4,039 o, 118,524 o). The number of hotspots in the Southeast Asia region is 2582 data, and the amount of data in the Borneo 

island region is 393 data. This Data will be used as research data. 
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Fig. 2. Plotting data active fire 

 
Fig. 3. Border coordinate Borneo island 

F. Methodology 

The methodology that we propose can be seen in Figure 4. The first step is to prepare a dataset. Clustering algorithms have 

been taken to get clusters and members of clusters. The third step is to calculate the sum of the distance from each cluster from its 

centroid. Tests conducted are until the maximum cluster is achieved, the maximum cluster we use is 20 clusters. After getting the 

total value of all distances, each cluster that is set will then be analyzed with Elbow Graphic to get the optimal number of clusters. 

 
Fig. 4. Research methodology 

III. RESULT AND DISCUSSION 

 

The first trial used was a predetermined number of clusters. The number of clusters determined in eight clusters. The result 

obtained is the sum of the distance from centroid with members of each cluster, as in Table 1. The results obtained in this table are 

the results of measuring the internal distance of each cluster. From the results of the sum of distance, the best values are the K-

means, FCM, and linkage methods with the results of 145.35, 154.13, and 266.61. All methods have different patterns of cluster 

member retrieval. This can be concluded from looking at the internal distance analysis for each cluster. The average data deviation 

value from each cluster in all methods was 22.55. This average deviation value strengthens the previous analysis that each method 

has a different approach to classifying data. The plotting results of this experiment illustrate the correction from the analysis of the 

results of table 1 that each clustering method has a different approach. The plotting results of these results can be seen in Figure 5. 

Figure 5.a is the result of the K-Means method. In this figure, the left and right data is divided into three clusters; the rest is in the 

middle of the data. Figure 5.b is an approach to the FCM method, the left and right sides of the image are divided into two clusters, 
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and the rest of the clusters occur in the middle part of the data. In Figure 5.c, the linkage approach has the most different approach 

from the two previous methods. The result is that the data on the right and left are only one cluster each, and the rest of the clusters 

are in the middle data section.  
TABLE I 

RESULT DISTANCE OF 8 CLUSTERS 

sum distance each 

cluster 

n cluster 
Sum 

1 2 3 4 5 6 7 8 

K-Means 3.78 45.33 15.77 6.69 47.46 12.64 4.82 8.86 145.35 

FCM 31.91 21.28 14.97 36.72 15.92 16.34 10.36 6.63 154.13 

Linkage 3.61 6.51 5.58 129.77 6.44 17.13 71.88 25.69 266.61 

 

From the results obtained, it can be analyzed that the partial clustering method gets better results when viewed from the total 

distance obtained. Meanwhile, the hierarchical clustering algorithm brought a difference of 75% greater than the entire distance of 

the partial algorithm. But if seen from the plotting results, the Linkage algorithm maps each cluster according to the proximity of 

its neighbors. It is suitable if applied to an island country like Indonesia. Geographically, the distance between the islands is quite 

far apart from the sea. If we use the Linkage algorithm, the centroid obtained can be right in the middle of the island. Inversely 

proportional to K-Means or FCM, if applied very likely that the centroid point is received in the middle of the sea. 

 
(a) 

 
(b) 
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(c) 

Fig. 5. Plotting result eight cluster, (a) K-Means; (b) FCM; (c) Linkage. 

 

 
Fig. 6. Elbow Evaluation Clustering 

After experimenting with two to twenty n-clusters, the results obtained from the elbow diagram are obtained from Figure 6. The 

pattern obtained from the graph is almost the same. The higher number cluster gets better internal distance. Detail number result 

from elbow graphic that presents in Table II. The highest and lowest values were obtained from the K-Means method, namely with 

a value of 508.7 in n clusters 2 and 40.0 in n clusters 19. Although it did not get the maximum results in the FCM method grouping, 

which got the most stable value, this can be seen from the standard difference between each. The n variable the smallest cluster. 

Comparable to the first experiment with a value of 8 clusters, the linkage method obtained less competitive results than other 

methods in this study. 
 

TABLE II 

SUM OF DISTANCE EACH CLUSTER 

n Cluster 2 3 4 5 6 7 8 9 10 

K-Mean 508.7 393.4 260.7 243.5 208.9 152.6 147.9 119.7 105.8 

Fcm 329.9 264.5 230.6 207.3 185.7 174.6 154.1 143.0 132.1 

Linkage 335.0 316.2 300.5 261.6 258.4 231.7 224.8 223.5 167.8 

n Cluster 11 12 13 14 15 16 17 18 19 20 

Kmean 79.8 87.8 56.0 83.8 94.6 49.0 55.6 40.0 40.0 81.6 

Fcm 119.2 113.1 118.1 124.7 102.4 103.7 86.7 85.5 90.2 90.7 

Linkage 166.5 164.3 163.0 161.6 157.8 155.2 154.1 153.1 148.3 146.9 
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To get the best n-cluster from the elbow graphic, what needs to be done is to calculate the difference between the n-cluster 

value and the previous cluster. The optimal n-cluster is the n-cluster with the largest distance value. As in Figure 7, the three 

methods used have different results: 4 clusters are the best results from the K-Means method, 3 clusters for the FCM method, and 

Linkage gets the best 10 clusters according to the internal elbow analysis. The highest gap of the K-Means method is located 

between 2 clusters and 4 clusters, and the value approaches 140. Meanwhile, FCM has the highest gap approaches 70 between 2 

clusters and 3 clusters. These results showed that FCM and K-Means were obtaining the optimal n cluster at the beginning of the 

c cluster. Linkage obtained an optimal n cluster at a median of 10 clusters with a gap value is 55.  

 

 
(a) 

 
(b) 

 
(c) 

Fig. 7. Gap value distance n-cluster. (a) K-Means (b) FCM (c) Linkage 

IV. CONCLUSION 

After experiments from the active fire dataset in the Borneo island region with the partial clustering and Linkage hierarchical 

clustering method, the conclusion that can be obtained is the clustering method gets a smaller total distance value compared to 

hierarchical clustering. Each technique that has been tested turns out to have an optimal n-cluster amount that varies according to 

the elbow graph measurement. In general, the most competitive method of internal clustering evaluation is K-Means. From a 

computational point of view, K-Means is the method that requires the least computation. The limitation of K-Means lies in 

determining the initial centroid. If the initial centroid point is less precise, the results are also less than optimal. The FCM method 

gets the closest result to K-means because of the same approach. The disadvantages of the FCM method are the same as the K-

means method, namely the initial centroid determinant, and it is more wasteful than K-Means due to the addition of the Fuzzy 
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membership function process. Meanwhile, the linkage method from the internal distance results is not good. This result is obtained 

because the dataset used has a high spread. And in terms of computation, this method is the most expensive because it continuously 

evaluates intra and extra clusters for each data. For the future research are to focus on the partial clustering method to complete the 

active fire dataset from NASA, more specifically the K-Means method. K-Means is a simple method but requires a lot of effort to 

optimize it. 
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