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ABSTRACT 

 

One of the most significant aspects of the working world is the concept of a picket schedule. It is difficult for the scheduler to make an archive since there 
are frequently many issues with the picket schedule. These issues include schedule clashes, requests for leave, and trading schedules. Evolutionary algorithms 
have been successful in solving a wide variety of scheduling issues. Evolutionary algorithms are very susceptible to data convergence. But no one has 
discussed where to start from, where the data converges from making schedules using evolutionary algorithms. The best algorithms among evolutionary 
algorithms for scheduling are genetic algorithms and memetics algorithms. When it comes to the two algorithms, using genetic algorithms or memetics 
algorithms may not always offer the optimum outcomes in every situation. Therefore, it is necessary to compare the genetic algorithm and the algorithm's 
memetic algorithm to determine which one is suitable for the nurse picket schedule. From the results of this study, the memetic algorithm is better than the 
genetic algorithm in making picket schedules. The memetic algorithm with a population of 10000 and a generation of 5000 does not produce convergent 
data. While for the genetic algorithm, when the population is 5000 and the generation is 50, the data convergence starts. For accuracy, the memetic algorithm 
violates only 24 of the 124 existing constraints (80,645%). The genetic algorithm violates 27 of the 124 constraints (78,225%). The average runtime used to 
generate optimal data using the memetic algorithm takes 20.935592 seconds. For the genetic algorithm, it takes longer, as much as 53.951508 seconds. 
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I. INTRODUCTION 

Hospital staff scheduling is a common problem in hospitals and health organizations. Scheduling is one of the essential aspects 

of workforce management and the most vulnerable to errors or problems because things must be considered, including the 

availability of nurse time, days off, etc. The nurse Scheduling Problem (NSP) is a variation of the staff scheduling problem that 

takes the case of nurse scheduling. The purpose of NSP is to increase the work productivity of nurses but still comply with the 

government [1].  

In Kebumen III Public Health Center, a picket schedule is arranged once a month. However, in its implementation, there are 

several obstacles. The obstacles include making a schedule that is considered quite time-consuming. When there are employees 

who cannot or are unable to picket on that day, they will change the picket schedule. Another obstacle is when two employees 

agree to exchange schedules, but they have to change the schedule again for the schedule archive.  

From these problems, many cases have been solved using the existing algorithms. However, the algorithms used by the previous 

researcher do not always produce the same results. Some cases can be solved by algorithm A with a small number of violations. 

However, if used in other cases, it can even produce convergent genes. Therefore, no algorithm can suit only the same case but 

must look at other factors such as the amount of data, computation time, number of constraints, and level of accuracy [2]. Of the 

several algorithms that have been tested, the evolutionary algorithm that is suitable for use for complex constraints and complicated 

sequence algorithms with fitness values are the Memetic algorithm, Genetic algorithm, Particle Swarm Optimization (PSO) [3], 

and Tabu Search Algorithm [2]. 

Several algorithms are combined with other algorithms, such as the Neuro-Fuzzy Genetic Algorithm. This algorithm combines 

a genetic algorithm with ANFIS (Adaptive Neuro-Fuzzy Inference System). This Neuro-Fuzzy Genetic Algorithm can optimally 

predict and generate nurse scheduling at the University of Benin Teaching Hospital (UTBH) nursing service department [4]. 

However, this study is limited to theory, and there is no calculation. 

http://creativecommons.org/licenses/by-sa/4.0/
http://creativecommons.org/licenses/by-sa/4.0/
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There are two types of constraints called Hard Constraint and Soft Constraint. Hard Constraints are obstacles that must be 

avoided. Meanwhile, Soft Constraints are obstacles that can be ignored but can also be avoided. From several existing studies, 

almost all of the hard constraints used are the same, such as the schedule should not collide with other employees, the employee's 

working hours should not exceed a certain time, etc. In the previous research, there was a discussion about holiday constraints. But 

get a day off if you have reached a certain shift. 

Convergent data is a phenomenon where individual data from the process that has a high fitness value dominates the population. 

Convergent data cannot be completely lost because the solution obtained from the evolutionary algorithm is random. Scheduling 

research using the memetic algorithm can overcome convergent data, but no one has yet explained when data converge. When here 

is meant, namely in what iteration or generation the data begin to converge. While in scheduling research, using genetic algorithms 

already exists but is not explained in detail. 

In previous studies, when using genetic algorithms for picket scheduling when the 55th generation had started to show data 

convergence and continued to the next generation and did not change the final results [5]. For the number of violations, the larger 

the population and generation, the smaller the number of errors [6]. In testing the number of violations, the number of generations 

used is 1000 with a population of 200, resulting in the longest computation time. Still, the number of violations obtained is getting 

smaller. Studies that use the memetic algorithm do not explain how many populations are used but only change the number of 

generations used [7]. The average initial population used by the genetic algorithm and memetics is 100[2]. The average number of 

iterations used is different. The average genetic algorithm iteration is around 50-100 iterations. The average iteration of the memetic 

algorithm is around 500-1000. The larger the dataset, the more time it takes and the higher risk of schedule collisions [8]. 

The genetic-tabu search algorithm was compared with the ant colony algorithm in a previous study. The result is for a faster 

time achieved by the ant colony algorithm with 12.22 seconds. In comparison, the genetic-tabu search algorithm takes 122.86 

seconds. However, for the fitness value, the genetic algorithm - tabu search is better, which is 0.0171 compared to the ant colony 

algorithm with a fitness value of 0.0135 [9]. In another study, the genetic algorithm took 880.430 seconds (14.7) minutes to meet 

the soft constraint and 109.270 seconds for the hard constraint with a population of 25 and a generation of 600 [10].  

For lecture schedules, a genetic algorithm with a population of 50 and generation 30, the optimal fitness value of 0.667 does not 

conflict but violates the soft constraint of evening lectures [11]. The average error is 2.3% for the same problem with 16 seconds 

for scheduling lectures [12]. Still, in the same case, when using the genetic algorithm, the average execution time is 25.86 minutes 

with three lecture rooms, one hall, 51-course teachers, 18 lecturers, five working days, and 14 effective hours [13]. 

When the hybrid ant colony algorithm is compared with the memetic algorithm, the hybrid ant colony algorithm gets a penalty 

value of 10 with a time of 29.55 seconds. The memetic algorithm gets a penalty value of 2397 with 621.10 seconds  [14]. When 

the number of populations is increased, and the number of generations is also the same, it tends to be the result of the genetic 

algorithm in processing the schedule to produce an optimal solution. The fastest time is achieved in producing an optimal schedule, 

which is when the population size is increased, and the number of generations is reduced [15]. When the mutation rate is 0.3, and 

the generation limit is 1000, it produces the highest fitness value of 665 with a suitability rate of 89.38% for generations of 10000 

and above. Meanwhile, testing with an initial mutation rate value of 0.5 and a generation limit of 5000 resulted in the highest 

fitness value of 660 with a suitability rate of 87.37% for generations of 500000 and above [16].  

Another study conducted tests with the genetic algorithm eight times with 10,000 evolutions. The system produces the smallest 

number of violations, as many as 8, and the average violation as much as 22 with a time of 74 seconds [17]. When the firefly 

improved algorithm is compared with the improved genetic algorithm, the more iterations, the fitness value will decrease to achieve 

the best fitness value [18].  

In previous studies, no one has discussed data convergence in picket scheduling and variations in the use of the initial population 

used in the initial population. Then in the genetic algorithm, the number of populations used is only 200, which is quite a bit. From 

the description above, it will produce an application that produces two picket schedules for public health center employees, each 

using the Genetic Algorithm and the Memetics Algorithm. From this application, a comparison Table will be made between the 

Genetic Algorithm and the Memetics Algorithm to determine which method is better in Nurse Picket Scheduling. The reasons for 

taking the Memetics Algorithm can overcome hard constraints and soft constraints. It is a genetic algorithm but added with a local 

search so that the results can be more optimal [19], get a small error[18], and check when the data starts to converge. While the 

reasons for taking the Genetic Algorithm can overcome hard constraints and soft constraints, and it is an algorithm that is suitable 

for scheduling 
There will be additional constraints, namely holidays and constraints for each employee and different picket codes. From the 

two algorithms, the results will be compared based on the parameters that have been determined. Comparing the two algorithms is 

to compare which algorithm is better for scheduling pickets for public health center employees. Another reason is to find out which 

algorithm has the least number of violations and how many iterations the data begin to converge. There will be variations in the 

number of the initial population and the number of iterations used to be used as a reference in comparison. 

II. METHOD 

The flow of the research method in this study can be seen in Fig. 1, and the research method contains the steps taken in the 

study, from data collection to testing, so that finally, the research conclusions can be drawn. 
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Fig. 1. Research Method 

 

The data obtained are primary. Data were obtained from the Kebumen III Public Health Center in employee data, picket data, 

and picket provisions obtained from interviews with scheduler employees. The data obtained are 13 employee data, 15 picket data, 

and 21 picket provisions. After getting the data, the picket and employee data will be saved into the database. The provision of 

picket data will be made into data constraint, which will later be used as calculations in the genetic algorithm and memetic 

algorithm.  

After all, data is entered into the database except for the data constraint, then when the user wants to create data, the process will 

start. The data constraint will be used in the process without entering the constraint data into the database. The process starts by 

taking three data randomly, starting from employee data, picket data, and date data, as many as the number of generations that 

have been inputted to make the initial population chromosomes. After getting the chromosomes, the fitness value of each 

chromosome will be calculated. 

The function used to calculate the fitness value in the Genetic Algorithm, and the Memetics Algorithm in this study uses the 

same function. In some cases, the fitness value function is not precisely the same. The determination of the fitness value function 

is based on how well the solution fits the existing state of all available solutions [20]. The fitness value calculation is in Equation 

(1). Where x variable is employee chromosome fitness value, y variable is picket chromosome fitness value, and z variable is 

chromosome fitness value day 

 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 𝑉𝑎𝑙𝑢𝑒 = {

𝑥 + 𝑦 + 𝑧, 𝑥, 𝑦, 𝑧 ≠ { }
−1, 𝑧 = 𝑆𝑢𝑛𝑑𝑎𝑦

−1, 𝑥 𝑜𝑟 𝑦 𝑜𝑟 𝑧 = { }
                                                     (1) 

 

The maximum value for the fitness value is three (3), and the minimum value for the fitness value is a negative one (-1). A value 

of three (3) must be taken for the system, while a negative value of one (-1) must be avoided. The calculation of the fitness value 



International Journal of Artificial Intelligence & Robotics (IJAIR)                                                            E-ISSN : 2686-6269 

Vol.4, No.1, 2022, pp.9-23 

 
                  12 

DOI: http://dx.doi.org/10.25139/ijair.v4i1.4323 

can be illustrated as follows: 

• On October 16, 2021, employee A received picket A. 

a. October 16, 2021, is Saturday, not Sunday, fitness value + 1 

b. Employee data is in the database; fitness value + 1 

c. Date and constraint don’t meet requirements, fitness value – 1 and Total Fitness Score = 1 + 1 - 1 = 1 

• On October 24, 2021, Employee B received a picket C. 

October 24, 2021, is a Sunday, fitness value – 1 

Total Fitness Score = -1 

• On October 18, 2021, Employee C got picket B 

a. October 18, 2021, is Monday; fitness value + 1 

b. Employee Data is in the database; fitness value + 1 

c. Date and constraint meet requirements, fitness value + 1, and Total fitness value = 1 + 1 + 1 = 3 

In conducting system testing, the system is tested three times. The system is tested separately between the genetic algorithm and 

the memetic algorithm. The data entered into the system are in Table I: 

 
TABLE I 

LIST OF DATA ENTERED 

Parameter Genetic Algorithm Memetic Algorithm 

Total Population 

500 500 

1000 1000 

5000 5000 

10000 10000 

Total Iteration 

50 50 

100 100 

500 500 

1000 1000 

5000 5000 

Crossover Rate 0.6 0.6 

Mutation Rate 0.01 0.01 

 

For calculation of the accuracy for each algorithm is in Equation (2). Where total fitness 3 is the number of chromosomes that 

have a fitness value of 3 in the schedule, and total maximum fitness three available is total maximum fitness three available (124) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑡𝑜𝑡𝑎𝑙 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 3 

𝑡𝑜𝑡𝑎𝑙 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 3 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒
 𝑥 100%                                  (2) 

 

 

The maximum number of fitness value three data points that can be retrieved is 124. How to get at the value 124, which can be 

done by computing all of the possible outcomes given the limitations that are already in place. It is computed using the number of 

fitness 3 in the schedule and the number of fitness three that is possible given all of the constraints. This ensures that the result is 

accurate. In order to determine which algorithm is more accurate, a comparison will be made between the genetic algorithm and 

the memetic algorithm. First, the genetic algorithm will be used to determine which schedule data has the highest fitness value of 

3, and the memetic and genetic algorithms will be compared against one another to determine which algorithm is more accurate. 

III. RESULT AND DISCUSSION 

The test results data will be found which algorithm has the optimal solution. Optimal here means that the requirements for the 

amount of schedule data with a minimum fitness value must be met first, the amount of schedule data with a maximum fitness 

value is quite a lot, does not take up a lot of time, and there is no data convergence. The following is an explanation of the 

parameters used as an optimal comparison:  

• Number of generations 

• Population 

• The amount of data with the maximum fitness value. The best-selected chromosome is a chromosome with a fitness value 

of three (3). The more there are, the better. 

• Number of chromosomes with the minimum fitness value 

a. The chromosome with the minimum fitness value combines schedule data with a negative fitness value of one (-

1) and an empty fitness value. A negative fitness value of one is obtained if the schedule data is Sunday, and an 

empty fitness value is obtained if the schedule data does not exist. 

b. The recommended number is the number of employees times the number of Sundays in that month. For example, 

data for January 2022 will be used for test data, which is five (5) Sundays. The number of the best minimum fitness 

values is 𝑇𝑜𝑡𝑎𝑙 𝐹𝑖𝑡𝑛𝑒𝑠𝑠 𝑀𝑖𝑛𝑖𝑚𝑢𝑚 𝑉𝑎𝑙𝑢𝑒 = 13 ∗ 5 = 65 
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c. If more than 65, then the schedule data is not good and is better avoided 

• Runtime (process time). The time used for the process must be the shortest but has the most optimal results. 

• Data convergence. There will be a check done on the data for the schedule to see whether or not there is convergence in 

the data. Even if the optimal criteria are satisfied, the outcomes will not be optimal since there will be no diversity in the 

schedule data. This will be the case even if the optimal conditions are met. 

For details of the comparison of the algorithms used are as follows: 

• Runtime with total generations for a comparison of the number of generations with the runtime of the memetic algorithm, 

it can be seen in Fig. 2 where the more the number of generations, the longer the runtime, with the longest time being 

64.19791 seconds for the shortest time that is for 1.05668 seconds. If the number of generations is 5000, the processing 

time will be more than 30 seconds, and the maximum is 64 seconds. 

 

 
Fig. 2. Runtime with Total Generations with Memetic Algorithm 

 

A comparison of the number of generations with the runtime of the genetic algorithm can be seen in Fig. 3. The longest 

runtime is obtained from the number of generations of 5000, 361.70901 seconds. The shortest runtime is in the 50th 

generation for 1.0492 seconds. If the number of generations is 5000, the runtime can last for more than 360 seconds. 

However, there is also a population of 5000 with a short runtime of 24.77688. 

 

 
Fig. 3. Runtime with Total Generations with Genetic Algorithm 
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• Runtime with total population for a comparison of the population with the runtime of the memetic algorithm in Fig. 4. If 

the population is less than 2000, the runtime is less than 30 seconds. The longest time was in a population of 10000 with 

a runtime of 64.19791 seconds, while the shortest time was in the total population of 500 with a runtime of 1.05668 

seconds. 

 

 
Fig. 4. Runtime with Total Population with Memetic Algorithm 

 

For a comparison of runtime with the total population of the genetic algorithm, see Fig. 5 below. The longest runtime was 

obtained from a total population of 10000, which was 361.70901 seconds. If the population is less than 2000, then the 

runtime is not more than 50 seconds, with the longest runtime being 34.45983 seconds. 

 

 
Fig. 5. Runtime with Total Population with Genetic Algorithm 

 

• Runtime with minimum total fitness value. The results of the comparison of schedule data with the minimum fitness value 

with the runtime algorithm can be seen in Fig. 6 below. The longer the processing time, the fewer scheduled data with the 

minimum fitness value obtained and met the criteria, which is 65. The fastest runtime to get the minimum number of 

fitness values that meets the criteria is 7.81527 seconds. When the runtime is more than 30 seconds, the amount of 
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schedule data with the minimum fitness value obtained is optimal. The amount of schedule data with the optimal minimum 

fitness value is also in the time range between 7.81527 seconds to 19.34257. 

 

 
Fig. 6. Runtime with Minimum Total Fitness Value with Memetic Algorithm 

 
For a runtime comparison with the amount of data, the minimum fitness value of the genetic algorithm can be seen in Fig. 

7 below. If the runtime exceeds 50 seconds, then the amount of schedule data with the minimum fitness value will always 

be optimal. 

 

 
Fig. 7. Runtime with Minimum Total Fitness Value with Genetic Algorithm 

 

• Runtime with maximum total fitness value. The results of comparing the amount of schedule data with the maximum total 

fitness value with the memetic algorithm runtime can be seen in Fig. 8. The time to get the maximum total fitness value 

schedules is 15.5523 seconds and 44.42965 seconds. When the runtime runs for more than 60 seconds, the amount of data 

for the maximum total fitness value is more than the runtime for less than 10 seconds. 
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Fig. 8. Runtime with Maximum Total Fitness Value with Memetic Algorithm  

 

The genetic algorithm's fitness value can be seen in Fig. 9 below to compare runtime with the maximum total fitness 

value. The time to get the highest amount of data maximum total fitness value is 22.05384 with 98. If the time is more 

than 350 seconds, then the amount of data for the highest fitness value will be more than the small runtime. 

 

 
Fig. 9. Runtime with Maximum Total Fitness Value Data with Genetic Algorithm 

 

• The total minimum fitness value and the total population compare the number of generations with the schedule data to 

the minimum fitness value of the memetic algorithm shown in Fig. 10. The number of populations employed ranges from 

5000 to 10000 to obtain the required quantity of scheduled data while maintaining the best minimum fitness value. In the 

event that the population is lower than that number, the quantity of schedule data with the least fitness value will not be 

optimal. The amount of schedule data with the lowest fitness value is in the 500th population, and it has 171 in comparison 

to the other amounts of schedule data. 
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Fig. 10. Total Minimum Fitness Value with Total Population with Memetic Algorithm 

 

To compare of the total minimum fitness value with the population of the genetic algorithm can be seen in Fig. 11 below. 

The total minimum fitness value is in the total population of 5000 and 10000. If the total population is 1000 and 500, the 

highest fitness value exceeds the optimal value. 

 

 
Fig. 11. Total Minimum Fitness Value with Total Population with Genetic Algorithm 

 

• Total minimum fitness values are divided by the number of generations to compare the number of generations to schedule 

data along with the total minimum fitness value shown in Fig. 12. When the number of generations is less than 1000 and 

greater than 5000, the data for the minimal fitness value can be considered ideal. On the other hand, the quantity of data 

on the minimal fitness value is still subject to change between the two generations, so it cannot serve as a reference. 

 



International Journal of Artificial Intelligence & Robotics (IJAIR)                                                            E-ISSN : 2686-6269 

Vol.4, No.1, 2022, pp.9-23 

 
                  18 

DOI: http://dx.doi.org/10.25139/ijair.v4i1.4323 

 
Fig. 12. Total Minimum Fitness Values by Number of Generations with Memetic Algorithm 

 

To compare of the total minimum fitness value with the number of generations of the genetic algorithm can be seen in 

Fig. 13 below. For the total minimum fitness value, as many as 341 are in the number of generations of 5000. For a 

population of 5000 total minimum fitness value varies. 

 

 
Fig. 13. Total Minimum Fitness Values by Number of Generations with Genetic Algorithm 

 

• Total maximum fitness value with total population to compare the population with schedule data with the highest fitness 

value, the memetic algorithm can be seen in Fig. 14. The larger the population, the more data with the highest fitness 

value. The amount of data with the highest fitness value is 100 with a population of 10000. 
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Fig. 14. Total Maximum Fitness Values by Total Population with Memetic Algorithm 

 

For a comparison of the highest number of fitness values with the genetic algorithm population, it can be seen in Fig. 15. 

The highest number of fitness values, 98, is in a population of 10000. The larger the population, the greater the number 

of the highest fitness values obtained. 

 

 
Fig. 15. Total Maximum Fitness Values by Total Population with Genetic Algorithm 

 

• The total maximum value of fitness is divided by the number of generations, with the goal of comparing the number of 

generations to the schedule data with the highest fitness value in Fig. 16. When there are 100 and 5000 generations, the 

amount of data obtained has the largest fitness value. This is the case regardless of the number of generations. 
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Fig. 16. Total Maximum Fitness Value by Number of Generations with Memetic Algorithm 

 

For a comparison of the highest number of fitness values with the number of generations of genetic algorithms in Fig. 

The number of generations, which can be as high as 100, has the highest number of fitness values of any category, 98. 

The data obtained to produce good scheduling results are in Table II from the comparison results above. 

 

 
Fig. 17. Total Maximum Fitness Value by Number of Generations with Genetic Algorithm 

 
TABLE II 

DATA CONVERGENCE TABLE 

Parameter Memetic Algorithm Genetic Algorithm 

Total Population More than 5000 More than 5000 

Total Generation Variative Variative 

Maximum Total Fitness  100 98 

Minimum Total Fitness 171 341 

Best Runtime (seconds) More than 30 seconds More than 48 seconds 

Fastest Runtime (seconds) 1.05668 1.09492 

Longest Runtime (seconds) 64.19791 361.70901 

Runtime Average 13.692163 41.739482 
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From Table VI, the minimum population used is 5000, with a varied number of generations. The minimum population of 5000 

is to achieve the optimal amount of data for the minimum fitness value (65), that is, when the total population used is 5000. It is 

not the same for the best runtime chosen to produce the minimum number of fitness values between the memetic algorithm and 

the memetic algorithm. For the memetic algorithm will produce an optimal schedule, the best runtime is if the runtime is more than 

30 seconds. For genetic algorithms to produce an optimal schedule, the best runtime is if the runtime is more than 48 seconds. 

From the results of Table VI, it is still impossible to conclude which algorithm is the best between the memetic algorithm and 

the genetic algorithm because there are parameters that have not been used as checks, namely data convergence. The best algorithm 

can be chosen if there is no data convergence. For checking, the memetic and genetic algorithm's scheduling data will be taken 

with a minimum population of 5000. From three attempts in Table I, one data from each generation is taken with the most fitness 

value 3. Table III summarizes the population and the number of generations used and whether the data are convergent or not. 

 
TABLE III 

DATA CONVERGENCE TABLE 

Total 

Population 
Total 

Generation 

Data Convergence / Not Total Maximum Fitness Runtime 
Memetic 

Algorithm 
Genetic 

Algorithm 
Memetic 

Algorithm 
Genetic 

Algorithm 
Memetic 

Algorithm 
Genetic 

Algorithm 

5000 

50 No Yes 75 70 7.81527 9.05295 
100 No Yes 65 71 8.46885 10.1639 
500 No Yes 69 76 10.17643 20.97574 
1000 No Yes 67 70 13.13913 33.69411 
5000 No Yes 78 66 37.67181 145.55149 

10000 

50 No Yes 95 90 16.27991 18.92156 

100 No Yes 100 98 15.5523 22.05384 

500 No Yes 93 95 17.63324 48.31349 

1000 No Yes 96 96 24.34925 82.77366 

5000 No Yes 100 97 44.42965 355.82328 

 

From the results of Table III, it can be concluded that the memetic algorithm with a minimum population of 5000 with various 

generations can produce scheduling data without data convergence. The best scheduling data is when the total population is 10000, 

with the number of generations being 100 and 5000 producing a maximum fitness value of 100. For the fastest runtime, the number 

of generations is 100, which is 15.5523 seconds. 

For genetic algorithms, from the number of generations, all generations experience data convergence with the data that appears 

the most, namely the "PCare RPU" and "RPU" picket data. When the total population is 10000, the maximum fitness value is more 

than 90. For scheduling with the highest maximum fitness value of 98, the population is 10000, with the number of generations 

being 100. For the fastest runtime, the population is 10000, with a total population of 10000. generation as many as 100 that is for 

22.05384. For a comparison between the runtime and the accuracy of each algorithm, see Fig. 18. 

 

 
Fig. 18. Comparison Between Accuracy and Runtime of Each Algorithm 
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From the picture above, it can be seen that the memetic algorithm has a fairly short runtime, which is under 60 seconds. While 

genetic algorithms "can" compete, there is a runtime that reaches more than 100 seconds, but its accuracy is fewer than a runtime 

of fewer than 50 seconds. The results of comparing the memetic algorithm and the algorithm are in Table IV. 

 
TABLE IV 

COMPARISON TABLE OF MEMETIC ALGORITHM AND GENETIC ALGORITHM 
Parameter Memetic Algorithm Genetic Algorithm 

Average Number of Generations 50-5000 50-5000 

Initial Population  5000 5000 

Average Running Time (seconds) 20.935592 74.771624 

Convergent Data Started More than 10000 total 

population and 5000 

generations 

 

Total population 5000 and number 

of generations 50 

Best Accuracy (%) 80.645 (100 of124) 78.225 (97 of 124) 

 

Table IV shows that the Memetic Algorithm is better than the genetic algorithm when viewed from the five parameters used. It 

is practically the same for the average number of generations and initial population initialization between the memetic algorithm 

and the genetic algorithm. The average runtime of the memetic algorithm is faster than the genetic algorithm, with an average 

runtime of the memetic algorithm of 20.935592 seconds. Compared with the memetic algorithm, the average runtime of the genetic 

algorithm is 74.771624seconds. 
Data convergence has not been obtained for scheduling using the memetic algorithm if the population is 10000 and the number 

of generations is 5000. For the genetic algorithm, data convergence has started at the 5000th population, and the number of 

generations is 50. Of the total number of constraints, as many as 124, the memetic algorithm is better than the genetic algorithm 

because the number of violations in the memetic algorithm is less than the genetic algorithm. The best accuracy of the memetic 

algorithm is 80.645%, 2.24% higher than the genetic algorithm, which is only 78.225%. 

IV. CONCLUSION 

Based on the research that has been done. The better algorithm between the memetic algorithm and the genetic algorithm used 

for picket scheduling is the memetic algorithm because the memetic algorithm still chooses chromosomes with poor fitness values 

to be replaced with mutated chromosomes with better fitness values. In contrast, the genetic algorithm chooses chromosomes 

randomly to be replaced with chromosomes with better fitness values. The accuracy of the memetic algorithm is higher than the 

genetic algorithm. The memetics algorithm has an accuracy of 80.645% compared to the genetic algorithm, only 78.225%. The 

number of violations is small, which is 24 of the 124 total constraints (0.1935 %) compared to the number of violations of the 

genetic algorithm, which is 27 of the total constraints (0.2177 %). For a faster average runtime, the memetic algorithm with an 

average runtime of 20.935592 seconds compared to the genetic algorithm with an average runtime of 74.771624 seconds, with a 

note that the average runtime here is calculated based on the runtime needed to get schedule data. Optimal (the minimum number 

of fitness values is 65). The genetic algorithm has experienced data convergence when the population is 5000 with 50 generations. 

Compared to the memetic algorithm with a population of 10000 and the number of generations of 5000, there is no data 

convergence. Initial population initialization of the two algorithms starts from a total population of 5000 with various generations. 

The larger the population, the better the results because the initial population is very large, and each algorithm has more 

chromosome selection options as well. In future works, it is possible to add optimization methods to the genetic algorithm to reduce 

the high data convergence. 
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