Estimation of Axis Roll Pitch of GY-91 IMU Sensor Reading Using Kalman Filter
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ABSTRACT

The Inertial Measurement Unit (IMU) sensor is a tool used to measure the speed and acceleration of an object in 3 dimensions (x, y, z). IMU sensors are often used in robotics, drone control, autonomous vehicles, and augmented reality applications. Usually, the data obtained from the IMU sensor is contaminated by interference and noise, which can reduce measurement accuracy. Kalman Filter is a statistical method used to combine measurement data with a mathematical system model to produce better estimates. In the IMU context, the Kalman Filter removed interference and noise affecting acceleration and speed data so that IMU sensor data could be estimated more accurately. This algorithm predicts the next data state based on previous data and updates the prediction with new measurement data. The measurement implementation in this research is the IMU sensor on the GY-91 module to determine the object's tilt on the pitch, roll, and yaw axes during flight. The ARM STM32F407VGT6 microcontroller pin reads the sensor, and then the estimation and prediction process is carried out using the Kalman filter algorithm. With the parameters Kalman Measurement Error = 1, Estimation Error = 0.12, and Covariance Process = 0.4, it can predict the reading results from the IMU sensor well.
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I. INTRODUCTION

Inertial Measurement Unit (IMU) sensors are an essential component in various applications involving movement and orientation monitoring, their implementation is mostly for unmanned aircraft [1][5][12][13], augmented reality[2][3][11][14], robotics [4][7][8][9], and autonomous vehicles [6]. However, the data provided by IMU sensors tends to be polluted by interference and noise, resulting in less accurate estimated values. In this context, the Kalman Filter algorithm is an effective solution to improve the quality of IMU sensor data and make more reliable predictions [10]. Kalman Filter is a recursive statistical algorithm used to combine measurement data with a mathematical model of the system to produce better estimates. It works by considering two main stages: prediction and update. In the prediction stage, the algorithm estimates the next state based on the previous state and the system model. Then, in the update stage, new measurement data is used to update those predictions, giving greater weight to more accurate data. The application of the Kalman Filter to IMU sensor data [10] is to estimate and predict data values that were previously inaccurate due to noise into data that is accurate and ready to be processed by the main system. This filter helps measure acceleration, angular velocity, and object orientation with higher accuracy. An example of use in autonomous vehicles is the Kalman Filter, which is used to predict movement and improve vehicle position estimates based on IMU data. In robotics, this algorithm supports more precise navigation and control, while in augmented reality applications, Kalman Filter helps integrate IMU sensor data with 3D visualization to make it more realistic. The Gy-91 sensor is a complex module of an Inertial Measurement Unit (IMU) sensor, which contains 9-dofs with 3-dof accelerometers, 3-dof gyroscopes, and 3-dof magnetometers. This sensor measures acceleration, angular speed, and orientation of objects in three dimensions (3D). However, acceleration and speed data from IMU sensors are often subject to interference, noise, and drift, so processing methods such as the Kalman Filter algorithm are needed to predict and correct more accurate sensor values.

Kalman Filter is a recursive statistical algorithm suitable for processing IMU sensor data. With the Kalman Filter, sensor data from the Gy-91 can be analyzed and filtered, resulting in more precise estimates of orientation, acceleration, and angular velocity. The Kalman Filter process consists of two main stages: prediction and update. The Kalman filter algorithm is an algorithm that can be applied to nonlinear systems. This becomes a challenge if the nonlinear system is run on a drone. To predict the tilt value of the drone in a 3D area, KF combines a system state model and noise measurements to obtain optimal data. The research [3] used the extended Kalman filter method to optimize the prediction value. The Extended Kalman filter algorithm develops the basic Kalman filter model. Of course, if you use a development model, the algorithm's performance will increase because the calculation
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A Kalman filter is applied to emulate the IMU sensor data of the GY-91 module. The GY-91 sensor has a 9-axis output, which then uses a fusion formula with a Madgwick filter to produce data output in the form of a 3-axis on each of the pitch, roll, and yaw axes. The ARM STM32F407VGT6 pin reads sensor data, and the Kalman Filter process is carried out. In this research, applying the Kalman Filter to the IMU sensor produces more accurate estimates, allowing filter technology to predict the movement and orientation of objects better and more precisely.

II. METHOD

A. Sensor Inertial Measurement Unit (IMU)

The GY-91 board, as seen in Fig.1, is a type of IMU sensor module that has 9-axis output at once, each of which consists of a 3-axis Gyroscope sensor, 3-axis Accelerometer sensor, and 3-axis magnetometer sensor - found on the MPU-9250 (also equipped with a temperature sensor). In addition to the MPU-9250 chip, the GY-91 is equipped with a BMP-280 pressure sensor (which also has a temperature sensor) and a digital Compass sensor. This tiny 9-axis GY-91 sensor module is more complex than the GY-80 module. This module combines a single-chip MPU-9250 with a Gyroscope, Accelerometer, Magnetometer, Digital Compass, and BMP280 pressure sensor. The MPU-9250 is a 9-axis motion detection device. The MPU-9250 comes in a 3x3x1mm QFN package, enabling significant chip size and power consumption reductions while improving performance and cost. Improvements include supporting the accelerometer low-power mode at just 6.4µA and improving compass data resolution of 16-bit (0.15 µT per LSB). A full-scale measuring range of ±4800µT helps alleviate the challenges of compass placement on complex PCBs. This IMU module is a small board that holds all the sensors needed for 9 degrees of freedom. This module communicates with Arduino or microcontroller via the I2C interface.

The MPU9250 module is a sensor that functions as an accelerometer and a gyroscope packaged in 1 module that is compatible with Arduino. The Accelerometer sensor measures the acceleration of a moving object or object that is dynamic or static. Dynamic measurements are measurements of the acceleration of moving objects, while static measurements are measurements of the acceleration of objects relative to Earth's gravity. For this reason, accelerometers are more often used to measure tilt angles, and basically, the working principle of an accelerometer is to use the principle of acceleration. A gyroscope is a sensor that determines movement orientation by relying on a wheel that rotates rapidly on an axis based on angular momentum. To access the MPU9250 program using the Arduino Manager Library, use a library such as Hideakitai MPU9250 in Fig.2.

Fig. 1. Sensor IMU (a) Modul GY-91 (b) The direction of the axis on the sensor MPU9250

Fig. 2. MPU9250 Arduino Library Manager

DOI: http://dx.doi.org/10.25139/ijair.v5i2.7179
B. Kalman Filter Algorithm

Kalman Filter in Fig.3 is a statistical algorithm used to estimate and predict values related to a system. This algorithm has various applications, one in two dimensions, where estimation and prediction are carried out in two parameters or variables. The 2D Kalman Filter is very useful in various contexts, including navigation, object tracking, and image processing. Applying the Kalman Filter in two dimensions involves mathematical modeling of a system involving two interrelated variables. In each iteration, the Kalman Filter algorithm performs two main stages:

- **Prediction**: The Kalman Filter algorithm estimates sensor values based on the system’s mathematical model and previous estimates. The algorithm predicts future IMU sensor values based on expected speed, acceleration, and orientation changes.
- **Update**: The update stage uses the measurement data provided by GY-91 to update previous predictions. This measurement data is used to improve predictions and produce more accurate estimates.

Kalman Filter is an algorithm used to combine measurement data with a mathematical model of the system to predict and update estimated values associated with the system as in Fig. 4. In Equation (1) is the Kalman Filter formula along with an explanation of each step. Where the $\hat{X}_k$ variable is a current estimation, the $K_k$ variable is Kalman gain, the $Z_k$ variable is measured value, and the $\hat{X}_{k-1}$ variable is the previous estimation. Step prediction is carried out to calculate the estimated state value at the next time, while step correction is carried out to smooth out and find the optimal value of Kalman Gain using the measured value at that time.

$$\hat{X}_k = K_k.Z_k + (1 - K_k).\hat{X}_{k-1}$$  \hspace{1cm} (1)

C. Hardware

As a means of accessing data from the GY-91 sensor module using the ARM STM32F407VGT6 microprocessor and implemented in the EFALCON minimum system as in Fig. 5. EFALCON is a minimum system module consisting of the ARM IC and GY-91 sensor, this simple module is used for drone flight controllers.
The hardware circuit on the ARM STM32F407VGT6 with a 168MHz clock is in Fig. 6.

In order to gain access to the GY-91 IMU sensor using the ARM STM32F407VGT6 module, the IMU sensor must first be linked to a microcontroller. The pin configuration must be altered to match the one in Table 1. It is necessary to implement algorithms such as sensor fusion (such as the Madgwick filter) to combine data from various IMU sensors originating from the GY-91 sensor. The IMU sensor may require calibration to produce accurate data. This usually involves measuring the offset value and compensating for sensor drift—connection GY-91 pin schematic as in Fig. 7.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>CONNECTING THE GY-91 IMU SENSOR WITH THE ARM STM32F407V PIN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GY-91</td>
</tr>
<tr>
<td>SCL</td>
<td>SCK</td>
</tr>
<tr>
<td>SDA</td>
<td>MOSI</td>
</tr>
<tr>
<td>SAO</td>
<td>MISO</td>
</tr>
<tr>
<td>GND</td>
<td>GND</td>
</tr>
<tr>
<td>3.3V</td>
<td>3.3V</td>
</tr>
<tr>
<td>5V</td>
<td>5V</td>
</tr>
</tbody>
</table>
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D. Design System

The block diagram for estimating the GY-91 sensor value is in Fig.8

The explanation of diagram Fig.8 is that the sensor readings used in this research are only roll and pitch data from the 9-axis fusion sensor output GY-91. The Kalman filter block has a process for predicting roll and pitch sensor values. The value of this sensor needs to be predicted because a lot of data is disturbed by noise. Prediction results are used to update sensor reading data. On the ARM STM32F407VGT6, an SPI peripheral can be used to communicate with the MPU9250 sensor. The data is combined using the Madgwick filter [10] to obtain the orientation of the yaw, pitch, and roll angles. Madgwick filter is a sensor fusion method that combines data from accelerometer, gyroscope, and magnetometer into estimated data on the orientation angle of an object. These angle estimates can be quaternions or Euler angles. Fig.9 explains the block diagram of the Madgwick Filter.

The program code for sensor fusion is as follows:

For Fusion Gyroscope

```c
const FusionVector3 halfGravity = {
    .axis.x = Q.x * Q.z - Q.w * Q.y,
    .axis.y = Q.w * Q.x + Q.y * Q.z,
    .axis.z = Q.w * Q.w - 0.5f + Q.z * Q.z,
};
```

For Fusion Magnetometer

```c
const FusionVector3 halfWest = {
    .axis.x = Q.x * Q.y + Q.w * Q.z,
```
\[
.\text{axis.y} = Q.w * Q.w - 0.5f + Q.y * Q. y,
.\text{axis.z} = Q.y * Q.z - Q.w * Q.x
\];

For Fusion Accelerometer

\[
\text{const FusionVector3 gravity} = \{
.\text{axis.x} = 2.0f * (Q.x * Q.z - Q.w * Q.y),
.\text{axis.y} = 2.0f * (Q.w * Q.x + Q.y * Q.z),
.\text{axis.z} = 2.0f * (Q.w * Q.w - 0.5f + Q.z * Q.z),
\};
\]

The sensor fusion results from 9-axis to 3-axis roll, pitch, and yaw. However, the data used in this research is only roll and pitch.

III. RESULT AND DISCUSSION

Several parameters were carried out; namely, time sampling for each data collection resulting from sensor readings was carried out every 20ms. Then, the variable parameters in the Kalman filter are measurement error, estimation error, and covariance error. The value of each variable ranges between 0-1. The program's variable layout is in Fig.10. These changes can be changed directly via program code because the Kalman filter program embedded here uses a library.

\[
\text{kalman_init}(&\text{pitch_kalman}, 1, 0.1, 1);
\]

Fig.10. Change Variable Kalman Filter In Program Code

With 300 sampling data readings, the Kalman Filter (KF) results were obtained as follows:

Fig.11. KF-Pitch data with ME =1 EE=0.1 CP=1

Fig.12. KF-Roll data with ME =1 EE=0.1 CP=1

In the experimental results, according to Fig. 11, the orange graph is the result of the Kalman filter for pitch data with variable parameters with ME = 1 EE = 0.1 CP = 1. The filter results have succeeded in predicting the pitch value. Meanwhile, with the same parameters in Fig.12, the Kalman filter results from the prediction roll data are inappropriate.
In the experimental results, according to Fig. 13, the red graph is the result of the Kalman filter for pitch data with variable parameters with $ME = 0.6$ $EE = 0.12$ $CP = 0.4$. The filter results have succeeded in predicting the pitch value. In Fig. 14, the results of the Kalman filter from the prediction roll data are also suitable.

In the experimental results according to Fig. 15, the red graph is the result of the Kalman filter for pitch data with variable parameters with $ME = 0.4$ $EE = 0.7$ $CP = 0.2$. The filter results have succeeded in predicting the pitch value. In Fig. 16, the results of the Kalman filter from the prediction roll data are also suitable. Kalman filter prediction from pitch data Fig. 15 and Fig. 16 can be estimated correctly. Still, in Fig. 16, with an estimated error of 0.7, some predictions are incorrect, especially if changes in data values change dynamically. The Kalman filter with $ME=1$, $EE=0.12$, and $CP=0.4$ provides the most appropriate values when estimating data from the IMU sensor. This means that the basic algorithm concept of the Kalman filter can be used to estimate and predict IMU data. Apart from that, with the basic algorithm, the calculation process is faster than the modified Kalman filter algorithm, such as the extended Kalman filter.
IV. CONCLUSION

From the observation results, it is known that there are pitch and roll data values in the positive dimension (positive data values) and also in the negative dimension (negative data values). This indicates that it is a rotational movement of the axis. If the data value is positive, the sensor moves to the right. The sensor moves to the left if the data value is negative. The test results prove that the Kalman filter with values ME=1, EE=0.12, and CP=0.4 provides the most appropriate values when estimating the Kalman filter value. With a combination of these constant values, the Kalman filter can predict pitch and roll values optimally so that when applied to a nonlinear system, namely to a drone when flying, for example, this variable constant approach can predict the tilt value of the drone in a 3D area. The filter can still predict significant changes in pitch and roll values.
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