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Abstract— In the Industrial robotic, computer vision is an important part of the system. The popular object used in the industrial field is a 3D 

pipe. The problem that is currently being developed is how to detect an object. This research aims to estimate the object detection that is, in this 

case, is a 3D pipe in various lighting conditions. The camera used in this research is Time of Flight. The methods applied are Remove NaN data 

for Pre-processing, Random Sample Consensus (RANSAC) for Segmentation, Euclidean Distance for Clustering, and Viewpoint Feature 

Histogram (VFH) for the object detection. A study conducted on five different objects found that the system could detect each one with a success 

rate of 100% for the first object, 98.05 percent for the second object, 93.97 percent for the third object, 94 percent for the fourth object, and 

99.48 percent for the fifth object. Overall, the system's accuracy in detecting the object is 97.1 percent when four different lighting conditions 

are applied to five different objects in total. 
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I. INTRODUCTION 

Computer vision technology has grown so fast in industrial 

revolution 4.0 [1]. The benefits of applying computer vision 

technology are reducing the cost and increasing productivity 

because of the high computation [2]. An example of applied 

technology in computer vision is the bin picking system for 

picking an object from the initial place and placing it to the 

destination.  

Object detection aims to make the robot pick the object from 

the beginning place to the goal place. So the accuracy of object 

detection has a big role in the robot's success in moving the 

object [3]. The development of hybrid approaches between 

Chamfer Matching and Partial Directed Hausdorff (PDH) have 

been developed in object detection. The popular object that is 

used for the bin picking system is the pipe [4]. The common 

pipes that are used in Indonesian industry are T pipe, L pipe, 

straight pipe, drat pipe, and cover pipe [5].  

The problem of estimating object detection is accuracy. One 

factor influencing object detection accuracy is the light 

intensity in the environment, which reflects the object [6]. In 

addition, the correct applied method also has a role in 

determining the accuracy of object detection. 

One of the methods applied for object detection is the 

Viewpoint Feature Histogram. By using several cube-shaped 

objects and non-cylindrical bottles as the object experiments, 

the results of object detection accuracy obtained 94.4% [13]. 

There are some types of data input used for object detection. 

One of them is point cloud data which gives a robust object 

detection [7]. A camera device that can produce the point cloud 

data is a Time of Flight (ToF) camera. The working of the ToF 

camera is shooting the light source to the targeted scene/object 

and reflecting back to the receiver. The ToF camera has a 

performance that does not affect the lighting in the environment 

around. So even when there is no light in the environment, the 

Time of Flight camera can still work to get object data [8] 

II. RESEARCH METHODOLOGY 

Figure 1 explains the pipeline of the research. The method is 

broken into two lines: dataset as the reference and testing data 

as the data test. 

 

 
Figure 1. The Pipeline of The Research 

 

Stages for 3d object detection based on point cloud data, among 

others, are: 

Step 1:  Grabbing a picture from a camera to get the point cloud 

data. 

Step 2:  Pre-processing data by removing point cloud data using 

the Remove NaN algorithm. 
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Step 3: The segmentation and clustering process uses the 

RANSAC algorithm and Euclidean Distance 

Step 4: Feature Extraction uses the Viewpoint Feature 

Histogram (VFH) algorithm, which detects objects 

originating from feature extraction data from Dataset 

and testing data. 

A. Pre-Processing 

In this research, the camera used Time of Flight camera 

CamBoard pico flexx for taking the data. Some configuration 

is needed so the camera can be used, such as the installation of 

SDK for Linux OS and Robot Operating System (ROS) 

framework. 

The camera produced a point cloud in the x,y, and z-axis. In 

the so-called point PointXYZ, not all the point cloud data have 

defined values. Some of the point cloud data are stored with 

Not a Number or NaN value. The point cloud data with NaN 

value disrupt to be processed. So it is important to eliminate the 

points with the NaN value. Remove NaN algorithm to remove 

the point cloud data with NaN value. The Remove NaN 

algorithm is described in Equation (1) and (2), 

 
 𝑃𝑖.(𝑥|𝑦|𝑧) ∈ 𝑆 (1) 

 

 𝑃𝑖.(𝑥|𝑦|𝑧) =  {
𝑃𝑖.(𝑥|𝑦|𝑧) ! =  𝑁𝑎𝑁,  𝑃𝑖.(𝑥|𝑦|𝑧)

𝑁𝑎𝑁, 𝑛𝑢𝑙𝑙
 (2) 

 

Where, 𝑃𝑖.(𝑥|𝑦|𝑧) Is point data in scene S. Meanwhile, NaN is not 

a number, and null is empty. 

B. Segmentation and Clustering 

After the NaN data are eliminated, it remains the object and 

background data. Segmentation separates background and 

object target because the background is not needed for future 

calculation. 

The segmentation algorithm used plane segmentation based 

on Random Sample Consensus (RANSAC) method. RANSAC 

is used to get the 3D key point contained corner point and spin 

image [9]. 

RANSAC is a method by using the resampling technique to 

produce a point candidate as the iterative model. The workflow 

of the RANSAC algorithm for segmentation is described in 

Figure 2. 

 
Figure 2. RANSAC workflow 

Start by choosing 3 random points to make a plane, with the 

vertical axis being the normal axis. Then continued calculating 

the plane equation formulated in Equation (3).  

 
 𝑖𝑥 + 𝑗𝑦 + 𝑘𝑧 + 𝑙 = 0 (3) 

 

The i, j, and k variable are the constant, l variable is the normal 

vector, and x, y, and z are the random points. The value of each 

constant can be obtained by Equation (4), (5), and (6).  

 
 [(𝑦3 −  𝑦1)(𝑥2 −  𝑥1) − (𝑥3 −  𝑥2)(𝑦2 −  𝑦1)] = 𝑘 (4) 

 

 [(𝑥3 − 𝑥1)(𝑧2 − 𝑧1) − (𝑧3 −  𝑧2)(𝑥2 − 𝑥1)] = 𝑗 (5) 

 

 [(𝑧3 − 𝑧1)(𝑦2 −  𝑦1) − (𝑦3 −  𝑦2)(𝑧2 − 𝑧1)] = 𝑖 (6)

  

Where, (x3, y3, z3) variable is random point-3, (x2, y2, z2) variable 

is random point-2, and (x1, y1, z1) is random point-1. Meanwhile, 

the value of l  in Equation (3) can be obtained using Equation 

(7), 

   
 −(𝑖𝑥1, 𝑗𝑦1, 𝑘𝑧1) = 𝑙 (7) 

 

The next computation determines the distance between all 

random points concerning the plane. Equation (8) is a 

formulation to test whether the new point belongs to plane or 

not, 

 
 𝐷𝑖𝑠𝑡 =  (𝑖𝑥4 +  𝑗𝑦4 + 𝑘𝑧4 + 𝑙) ∗ (𝑖2 + 𝑗2 + 𝑘2)−1/2 (8) 

 

Dist is the distance, and (x4, y4, z4) is the new point. A threshold 

must be measured to determine whether or not the new point 

belongs to the plane.   

The next process is clustering. The input is the obtained 

object data. The clustering process applied the Euclidean 

Cluster Extraction method. Euclidean Cluster Method's main 

task is to define a measurable character and make a group of 

points by using the closest distance of two points obtained from 

Euclidean Distance. Equation (9) describes the distance 

between two points a and b in the n-points, 

 
 𝐷 =  (∑ 𝑎𝑖

𝑛
𝑖=1 − 𝑏𝑖)−1/2 (9) 

 

Where i variable is the i-th point and D variable is the distance 

between point a and points b. 

After the Euclidean Distance between two points is acquired, 

then the point will be grouped into the cluster. The 

clusterization is described in Equation (10). 

 

 

𝑃𝑖.(𝑥|𝑦|𝑧) {
𝑃𝑖.(𝑥|𝑦|𝑧) =  

𝐶_𝑠𝑖𝑧𝑒𝑚𝑎𝑥 > 𝐶𝑂𝑠𝑖𝑧𝑒

𝐶𝑂𝑠𝑖𝑧𝑒 > 𝐶_𝑠𝑖𝑧𝑒𝑚𝑖𝑛

𝑃𝑖(𝑥|𝑦|𝑧) < 𝐶_𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
, 𝑃𝑖.(𝑥|𝑦|𝑧)

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒, 𝑛𝑢𝑙𝑙

 (10) 

 

In which 𝑃𝑖.(𝑥|𝑦|𝑧) is a scene point, a clustered object variable 

(CO variable). The point belongs to clustered object if it has 
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points between 𝐶_𝑠𝑖𝑧𝑒𝑚𝑖𝑛 and 𝐶_𝑠𝑖𝑧𝑒𝑚𝑎𝑥. In addition, the point also 

should satisfy the minimal threshold of 𝐶_𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 . If all the 

conditions are satisfied, then the point belongs to the scene. 

C. Object Detection 

After the object and background points are well separated by 

using RANSAC, the objects are clustered using Euclidean 

Distance. The next step is extracting the object feature such that 

the object can be detected. In this research, the used feature is 

Viewpoint Feature Histogram (VFH) [10][11][12]. VFH is one 

of the global descriptors defining the point cloud data in a 

histogram. 

VFH consists of viewpoint direction component and extended 

Fast Point Feature Histogram (FPFH). The viewpoint feature is 

formulated in Equation (11).  

 

 γ =  arccos(𝑛𝑣  .  
𝑝𝑣−𝑝𝑐

‖𝑝𝑣−𝑝𝑐‖
) (11) 

 

Where pc is the center of gravity of i-th point pi, pv is viewpoint 

position, and nv is the normal vector.  

The extended FPFH consists of 3 values: pan, tilt, and yaw. 

Every value of extended FPFH has 45 bins in the histogram. 

Then 45 bins for the distance between pi and pc and 128 bins for 

viewpoint feature. So the total bins for each object are 308 bins. 

The illustration is figured in Figure 3 [13]. 

 

Figure 3. Example of Viewpoint Feature Histogram 
 

 With pi is i-th point, ni is i-th normal point, and  then i-th pan 

(αi), tilt (βi), and yaw (ωi) can be obtained from Equation 

(12),(13), and (14) 

 

 cos (α𝑖) =  
𝑝𝑖−𝑝𝑐

‖𝑝𝑖−𝑝𝑐‖
.  𝑛𝑣 . 𝑛𝑖 (12) 

 

 cos β𝑖  =  𝑛𝑖  . (
𝑝𝑖−𝑝𝑐

||𝑝𝑖−𝑝𝑐||
) (13) 

 

 ωi = 𝑡𝑎𝑛−1 (
𝑤𝑖.𝑛𝑖

𝑢𝑖.𝑛𝑖
) (14) 

 

Where, wi variable is a derivation from the local coordinate of 

a point pc. The formulation is depicted in Equation (15)(16)(17). 

 

 w𝑖  = 𝑣𝑖 . 𝑢𝑖 (15) 

 

 v𝑖  =  𝑛𝑣 . (
𝑝𝑖−𝑝𝑐

||𝑝𝑖−𝑝𝑐||
) (16) 

 ui = 𝑛𝑣 (17) 

 

The object detection process obtains the required input from 

the clustering output. The output from the clustering step is 

converted into a histogram by using VFH. The VFH of the data 

set and the VFH of object testing are compared. Chi-Squared 

Distance is used to determine the histogram similarity between 

the object dataset and the test object. Then by applying a 

threshold, the system can detect the object by distinguishing 

whether the testing object is the same as the object in the data 

set or not. The formulation of Chi-Squared Distance is 

explained in Equation (18). 

 
 

1

2
∑ (𝑥𝑖 − 𝑦𝑖)2(𝑥𝑖 + 𝑦𝑖)−1𝑛

𝑖=1  (18) 

 

Where n variable is the bins value in the histogram, then xi and 

yi the i-th value of histogram for x-axis and y-axis. 

III. RESULT AND DISCUSSION 

This section will be divided into experimental setup, 

Segmentation and Clustering, and Object Detection.  

A. Experimental Setup 

The specification for the experimental setup of this research 

regarding hardware and software is summarized in Table I. 

 
TABLE I 

EXPERIMENTAL SETUP: HARDWARE & SOFTWARE 

Scope Description Specification 

Hardware Processor Intel(R) Core i3-2370M CPU 
@2.40GHz x 4 

Storage 93 GB 

RAM 8 GB 
VGA NVDIA Geforce 610M 2GB 

Software OS Ubuntu 18.04 LTS 64-bit 

Software ROS Melodic Morenia 
Library • Chambord pico flex SDK for Linux 

3.23.0.86 

• Point Cloud Library 1.9.1 

 

Meanwhile for environmental setup is illustrated in Figure 4. 

 

 
Figure 4. Environmental setup 
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Based on Figure 4, the camera used in this research is Time of 

Flight (ToF). The distance between the camera and the object 

plane is 45 cm, and the camera position is fixed. The objects 

used in this research are shown in Figure 5. 

 

  
  (a) (b) (c)  (d) (e) 

 
Figure 5. Pipe Object : (a) Object 1 (b) Object 2 (c) Object 3 (d) Object 4    

(e) Object 5 

 

Figure 5 shows the 3D object used in the research. The objects 

are pipes which are commonly used in the industrial field. Then 

for the lighting used are environmental lighting, 120 Lumens, 

400 Lumens, and 800 Lumens. 

For the object detection test, the system captured the object 

for 2 minutes for each test. Meanwhile, the number of test sets 

is 50 experiments for 5 objects (10 experiments for each object) 

with the number of frames explained in The Object 

Performance Table. Meanwhile, the accuracy is obtained by 

comparing the test result for the real condition (as the ground 

truth). Then converted into a percentage to express the accuracy. 

B. Segmentation and Clustering 

The sampling data acquisition or raw data captured by ToF 

and the segmentation result are shown in Table II. 
 

TABLE II 

SEGMENTATION RESULT 

Raw Data Segmentation 
  

  
  

  
  

  
  

Raw Data Segmentation 
  

  
  

  

 

Based on Table II, the data in the second column of Table II 

gives the information about point cloud, representing the 

position of points in the x,y, and z-axis. The camera doesn't 

provide information regarding the RGB color.  

For the data to be segmented between the object's points and 

the unnecessary points, the system conducted NaN removal 

priorly then continued with segmentation. The NaN data 

emerged from the raw data captured by the ToF camera. This 

data includes built-in noise data from ToF camera captures. So 

the NaN data needs to be removed to proceed to the 

segmentation process. 

 
TABLE III 

NAN POINTS DATA 

i-th  

Sampling 

Experiment 

Total Input 

Points 

Total NaN Data 

points 
% NaN 

1 38304  1009  2,63 

2 38304  1001  2,61 

3 38304  905  2,36 

4 38304  1019  2,66 

5 38304  979  2,55 

6 38304  997 2,60 

7 38304  1007 2,63 

8 38304  1028 2,68 

9 38304  997 2,60 

10 38304  996 2,60 

 

Table III describes that the percentage of NaN data that can 

not be processed in the next step should be removed. For the 

programming output of NaN, removal data is shown in Figure 

6. As described in Figure 6, the left part is original data which 

still contains the NaN value. After applying the NaN removal 

algorithm in Equation (1) and (2), the NaN values are removed, 

as shown on the right side of Figure 6. After the NaN value is 

removed, the system applies the segmentation algorithm by 

removing the plane. The result is shown in the Segmentation 

column of Table II. Qualitatively, the system successfully 

removes the plane. The system remains the object's point which 

is assigned with green color.  
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Figure 6. NaN Removal Data: Program Output 

 

The next step is clustering. The goal of this step is the system 

can distinguish between one object and other objects. With the 

same sampling case in acquired data in Table II, the result of 

the clustering step is qualitatively shown in Table IV. 

 
TABLE IV 

CLUSTERING RESULT QUALITATIVELY 

Raw Data Clustering 
  

  
 

  
  

 
 

  

Raw Data Clustering 
  

  
  

  

 

Based on Table IV, it can be analyzed qualitatively to 

distinguish the objects. It is assigned by every type of object 

(pipe) with different colors. The system has 5 clusters in the 

experiment of Table IV. The first cluster is the blue color. The 

second cluster is green, the third cluster is yellow, the fourth 

cluster is red, and the fifth cluster is orange color.  

Quantitatively, the sampling of clustering result 

summarized in Table V. Table V tells about the quantity points 

of the clustered object. The quantity also depends on the 

dimension of the object. 

 
TABLE V 

CLUSTERING RESULT QUANTITATIVELY 

i-th 

experiment 

Clustering Data 

Object 1 

(points) 

Object 2 

(points) 

Object 3 

(points) 

Object 4 

(points) 

Object 5 

(points) 

1 789  534  343  325  113  
2 832  532  342  329  113  

3 768  532  343  326  110  

4 834  538  344  326  116  
5 798  541  377  325  110  

6 799 541 378 328 111 
7 789 556 378 328 115 

8 779 476 379 326 81 

9 784 514 381 328 123 
10 787 555 377 325 123 

B. Object Detection 

 Two minutes were allocated for each test to examine object 

detecting techniques. If the value of object detection is less than 

the threshold value, then the system assigns a bounding box to 

the object. The same case of the sampling test in the prior test 

can be shown in Figure 7 for the first sampling test. Based on 

Figure 7, the first object detection (T pipe) qualitatively can be 

detected. The system successfully could detect the T pipe by 

giving the bounding box to the object target: the T pipe. 
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 (a). Real Scene (b). Test Result 

Figure 7. The First Object Detection Test 

 

Quantitatively, the result can be shown in Table VI with 

various lighting conditions. Based on Table VI, it can be 

analyzed that along two minutes, and the system consistently 

could detect the first object (T Pipe) in all frames and in all 

various lighting. 

 
TABLE VI 

OBJECT DETECTION OF FIRST OBJECT WITH VARIOUS LIGHTING 

i-th 

Experiment 

The success of Detection (%) 

Environment 

Lighting 

Lighting 

120 

Lumens 

Lighting 

400 

Lumens 

Lighting 

800 

Lumens 

1 100 100 100 100 

2 100 100 100 100 

3 100 100 100 100 

4 100 100 100 100 

5 100 100 100 100 

6 100 100 100 100 
7 100 100 100 100 

8 100 100 100 100 

9 100 100 100 100 
10 100 100 100 100 

   

This test summarizes the number of frames and Frame per 

Second (FPS) values in Table VII. Based on Table VI and VII, 

in all lighting treatments, the system 100% could detect the first 

object (T pipe) in 10 times experiment. 

 
TABLE VII 

PERFORMENCE OF FIRST OBJECT DETECTION WITH VARIOUS LIGHTING 

i-th 

Experiment 

n-Frame / FPS 

(Environment 

Ligthing) 

n-Frame / 

FPS 

 (120 

Lumens) 

n-Frame / 

FPS 

 (400 

Lumens) 

n-Frame / 

FPS 

 (800 

Lumens) 

1 78 / 0.65 55 / 0.45 57 / 0.55 69 / 0.58 

2 104 / 0.86 99 / 0.83 98 / 0.81 107 / 0.89 

3 96 / 0.8 97 / 0.81 91 / 0.75 96 / 0.8 

4 98 / 0.81 97 / 0.81 96 / 0.8 91 / 0.75 

5 94 / 0.78 90 / 0.75 94 / 0.78 94 / 0.78 

6 109 / 0.9 108 / 0.9 106 / 0.88 111 / 0.93 

7 108 / 0.9 106 / 0.88 108 / 0.9 107 / 0.89 
8 108 / 0.9 108 / 0.9 107 / 0.89 112 / 0.93 

9 107 / 0.89 109 / 0.9 108 / 0.9 108 / 0.9 

10 109 / 0.9 110 / 0.92 107 / 0.89 107 / 0.89 

 

The experiments are carried out over 2 minutes. Figure 8 

depicts the second object (L pipe) in the object detection test, 

which is now in progress. Based on Figure 8, the second object 

detection (L pipe) qualitatively can be detected. The system 

successfully could detect the L pipe by giving the bounding box 

to the object target: the L pipe. 

 

   
 (a). Real Scene (b). Test Result 

Figure 8. The Second Object Detection Test 

 

Quantitatively, the result can be shown in Table VIII with 

various lighting conditions. Based on Table VIII, it can be 

concluded that during two minutes, the system's success rate in 

detecting the second object is: 97.94% for the environment 

lighting, 98.59% for lighting 120 Lumens, 97.66% for lighting 

400 lumens, and 97.99% for lighting 800 Lumens. 

 
TABLE VIII 

OBJECT DETECTION OF SECOND OBJECT WITH VARIOUS LIGHTING 

i-th 

Experiment 

The success of Detection (%) 

Environment 

Lighting 

Lighting 

120 

Lumens 

Lighting 

400 

Lumens 

Lighting 

800 

Lumens 

1 100 100 100 100 

2 100 100 100 100 

3 100 100 100 100 
4 81.25 85.92 77.6 80.9 

5 100 100 100 100 

6 98,17 100 99 99 
7 100 100 100 100 

8 100 100 100 100 

9 100 100 100 100 
10 100 100 100 100 

 

Those results are conducted in 10 experiments for each 

condition. In this test, the number of frames and the value of 

Frame per Second (FPS) are summarized in Table IX. 

 
TABLE IX 

PERFORMENCE OF SECOND OBJECT DETECTION WITH VARIOUS LIGHTING 

i-th 

Experiment 

n-Frame / FPS 

(Environment 

Ligthing) 

n-Frame / 

FPS 

 (120 

Lumens) 

n-Frame / 

FPS 

 (400 

Lumens) 

n-Frame / 

FPS 

 (800 

Lumens) 

1 97 / 0.81 101 / 0.84 94 / 0.78 96 / 0.8 

2 93 / 0.77 94 / 0.78 94 / 0.78 91 / 0.75 

3 129 / 1.08 118 / 0.98 111 / 0.93 132 / 1.1 

4 96 / 0.8 71 / 0.6 89 / 0.74 89 / 0.74 

5 84 / 0.7 71 / 0.6 84 / 0.7 81 / 0.66 

6 109 / 0.9 107 / 0.89 107 / 0.89 108 / 0.9 

7 107 / 0.89 107 / 0.89 108 / 0.9 107 / 0.89 
8 106 / 0.88 108 / 0.9 107 / 0.89 109 / 0.9 

9 107 / 0.89 108 / 0.9 108 / 0.9 107 / 0.89 

10 108 / 0.9 108 / 0.9 107 / 0.89 107 / 0.89 

 

Then the third object of the object detection test can be shown 

in Figure 9. Based on Figure 9, the third object (straight pipe) 

detection qualitatively can be detected. The system successfully 

could detect the pipe by giving the bounding box to the third 

object target. Meanwhile, the third object detection success rate 

is summarized in Table X with various lighting conditions. 
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 (a). Real Scene (b). Test Result 

Figure 9. The Third Object Detection Test 
 

TABLE X 
OBJECT DETECTION OF THIRD OBJECT WITH VARIOUS LIGHTING 

i-th 

Experiment 

The success of Detection (%) 

Environment 

Lighting 

Lighting 

120 

Lumens 

Lighting 

400 

Lumens 

Lighting 

800 

Lumens 

1 98.9 98.8 100 97.83 

2 95.4 92.96 95.6 94.4 
3 96.63 92.64 92.4 93.4 

4 100 100 100 100 

5 87.26 98.5 93.2 90.2 
6 96.26 90.74 92.66 89.81 

7 89.81 89.81 94.34 88.68 

8 95.37 95.37 95.37 94.44 
9 89.72 89.72 91.59 90.65 

10 94.34 88.68 90.74 92.66 

 

By learning the data in Table X, the system's success rate in 

detecting the third object are 94.37% for the environment 

lighting, 93.72% for lighting 120 Lumens, 94.59% for lighting 

400 lumens, and 93.21% for lighting 800 Lumens. Those 

results are conducted in 10 experiments for each lighting 

condition. In this test, the number of frames and Frame per 

Second (FPS) values are shown in Table XI. 

 
TABLE XI 

PERFORMENCE OF THIRD OBJECT DETECTION WITH VARIOUS LIGHTING 

i-th 

Experiment 

n-Frame / FPS 

(Environment 

Ligthing) 

n-Frame / 

FPS 

 (120 

Lumens) 

n-Frame / 

FPS 

 (400 

Lumens) 

n-Frame / 

FPS 

 (800 

Lumens) 

1 97 / 0.81 101 / 0.84 94 / 0.78 96 / 0.8 

2 93 / 0.77 94 / 0.78 94 / 0.78 91 / 0.75 

3 129 / 1.08 118 / 0.98 111 / 0.93 132 / 1.1 

4 96 / 0.8 71 / 0.6 89 / 0.74 89 / 0.74 

5 84 / 0.7 71 / 0.6 84 / 0.7 81 / 0.66 

6 109 / 0.9 107 / 0.89 107 / 0.89 108 / 0.9 

7 107 / 0.89 107 / 0.89 108 / 0.9 107 / 0.89 
8 106 / 0.88 108 / 0.9 107 / 0.89 109 / 0.9 

9 107 / 0.89 108 / 0.9 108 / 0.9 107 / 0.89 

10 108 / 0.9 108 / 0.9 107 / 0.89 107 / 0.89 

 

The next is for the fourth object. The result of the object 

detection test for the fourth object is shown in Figure 10. 

 

   
 (a). Real scene (b). Test result 

Figure 10. The Fourth Object Detection Test 

By analyzing Figure 10, the fourth object detection 

qualitatively can be detected. The system could detect the 

fourth object and give the red bounding box. For the 

quantitative analysis with various lighting conditions, the 

success rate of the fourth object is served in Table XII. 

 
TABLE XII 

OBJECT DETECTION OF FOURTH OBJECT WITH VARIOUS LIGHTING 

i-th 

Experiment 

The success of Detection (%) 

Environment 

Lighting 

Lighting 

120 

Lumens 

Lighting 

400 

Lumens 

Lighting 

800 

Lumens 

1 98.8 95.8 97.2 98.63 
2 91.4 94.2 85.8 88.8 

3 93.75 97.19 94.4 97.06 

4 81.5 81.7 82.36 90.48 
5 97.2 85.92 90.15 97.02 

6 97.22 95.45 99.06 98.17 

7 96.26 99.07 96.3 99.26 
8 98.13 97.2 99.07 98.15 

9 91.51 96.26 92.01 93.46 

10 89.62 93.54 95.45 95.33 

 

The experiment is conducted ten times along 2 minutes based 

on Table XII. The system's success rate in detecting the fourth 

object is 93.54% for the environment lighting, 93.18% for 

lighting 120 Lumens, 93.18% for lighting 400 lumens, and 

95.64% for lighting 800 Lumens. Then the number of frames 

and the value of Frame per Second (FPS) are summarized in 

Table XIII. 

 
TABLE XIII 

PERFORMENCE OF SECOND OBJECT DETECTION WITH VARIOUS LIGHTING 

i-th 

Experiment 

n-Frame / FPS 

(Environment 

Ligthing) 

n-Frame / 

FPS 

 (120 

Lumens) 

n-Frame / 

FPS 

 (400 

Lumens) 

n-Frame / 

FPS 

 (800 

Lumens) 

1 78 / 0.65 70 / 0.58 71 / 0.59 73 / 0.61 

2 69 / 0.58 69 / 0.58 70 / 0.58 71 / 0.59 

3 64 / 0.53 71 / 0.59 71 / 0.59 68 / 0.56 

4 70 / 0.58 71 / 0.59 68 / 0.56 63 / 0.53 

5 70 / 0.58 71 / 0.59 71 / 0.59 67 / 0.55 

6 108 / 0.9 110 / 0.92 106 / 0.88 109 / 0.9 
7 107 / 0.89 108 / 0.9 108 / 0.9 107 / 0.89 

8 107 / 0.89 107 / 0.89 107 / 0.89 108 / 0.9 

9 106 / 0.88 107 / 0.89 107 / 0.89 107 / 0.89 
10 106 / 0.88 106 / 0.88 107 / 0.89 107 / 0.89 

 

The last experiment is for the fifth object : pipe cover. The 

result of the fifth object detection is illustrated in Figure 11. 

 

   
 (a). Real Scene (b). Test Result 

Figure 11. The Fifth Object Detection Test  
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Based on Figure 11, the fifth object detection qualitatively 

can be detected, and the system gave the bounding box. 

Meanwhile, Table XIV summarizes the success rate of the fifth 

object with various lighting conditions. 

 
TABLE XIV 

OBJECT DETECTION OF FOURTH OBJECT WITH VARIOUS LIGHTING 

i-th 

Experiment 

The success of Detection (%) 

Environment 
Lighting 

Lighting 120 
Lumens 

Lighting 400 
Lumens 

Lighting 800 
Lumens 

1 100 97.15 94.55 100 

2 100 100 100 100 

3 100 100 100 100 
4 100 100 100 100 

5 95.84 97.3 94.55 100 

6 100 100 100 100 
7 100 100 100 100 

8 100 100 100 100 

9 100 100 100 100 
10 100 100 100 100 

 

The experiment is conducted ten times along 2 minutes 

based on Table XIV. The system's success rate in detecting the 

fifth object is 99.58% for the environment lighting, 99.45% for 

lighting 120 Lumens, 98.91% for lighting 400 lumens, and 

100% for lighting 800 lumens. 

IV. CONCLUSION 

One of the issues in the computer vision field is object 

detection. This research aims to estimate 3D object detection in 

various lighting conditions. Based on the experiment, the 

system could detect the object with a success rate of 100% for 

the first object, 98.05% for the second object, 93.97% for the 

third object, 94% for the fourth object, and 99.48% for the fifth 

object. All in all, by applying four various lightings in five 

objects, the total accuracy of the system to detect the object is 

97.1%.  
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