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Abstract— In analyzing customer or consumer satisfaction with company services, it is essential for companies to find service deficiencies 

and to know user expectations for the company. This study aims to build sentiment analysis on the Shoppe application on the Google 

Playstore. The method used includes TF-IDF as text vectorization, Random Forest as a classification model, and Evaluation Matrix as an 

evaluation model, providing accuracy, precision, recall, and F1-Score. Based on the results of this study, the model we used achieved an 
accuracy rate of 94%, a precision of 91%, a recall of 91%, and an F1-Score of 93%. The limitations of this study are identifying words in 

English and regional languages because the corpus module we use is literature, a special Indonesian corpus. In future research, we will try to 

build a new engine/algorithm and try to add datasets in the hope that the level of accuracy will be even better. 
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I. INTRODUCTION 

E-commerce, or online marketplace shopping, is 

accelerating [1]. The convenience and comfort of using the 

market or e-commerce and the many benefits of purchasing 

products without physically going to the store and doing it 

whenever and wherever you want are some of the factors 

driving its growth [2]. Another benefit of using the 

marketplace is the availability of numerous discounts, 

promotions, and even free shipping to the most well-liked 

retailers in the neighborhood [3]. According to data from the 

E-Commerce Map of Indonesia published by iPrice, Shopee 

was the most visited marketplace in Indonesia in Q1 2022, 

with 8 million monthly visitors [4]. If Shopee can provide 

services that meet consumer expectations, then Shopee will 

give a good impression in the eyes of consumers [5]. Google 

Play provides features that allow consumers to rate the 

products they buy. The results of consumer reviews, which we 

call sentiment analysis, can provide accurate results that make 

it easier for new users to make decisions [6]. 

Sentiment analysis evaluates people's attitudes, emotions, 

and opinions based on text representations combined with text 

mining and natural language processing (NLP) [7]. Sentiment 

analysis is used in politics (to predict election results in 

political forums), economics (to analyze online sentiment on 

social media for stock market predictions), and marketing (to 

predict sales of certain products) and is used in many fields 

[8]. Reviews of mobile applications may contain writing faults 

that make them difficult to understand. Numerous things 

contribute to this, including the proximity of the keyboard's 

letters, carelessness when typing, and failure to double-check 

[9]. This indicates that the term needs to be rethought to 

completely comprehend the function of user evaluations. After 

some time has passed, the word will be classified to ascertain 

the meaning of its meaning. A technique that is based on 

classification is required to investigate the reviews in this 

scenario. 

The Random Forest method was utilized in this 

investigation because the research conducted utilizing this 

algorithm was not yet as effective as the research carried out 

[10][11]. At this stage, the data set will be divided into 

positive and negative classes, using existing patterns or 

documents taught to be recognized by the machine. Training 

data and test data will be generated using data that has 

successfully undergone text preparation. The categorization 

findings were 1668 for the positive and 1269 for the negative 

classes. The distribution of 80% training data and 20% test 

data results in accuracy, precision, memory, and f1 scores of 

1.00%, 1.00%, 1.00%, and 1.00%, respectively. 

This research on the Shopee application aims to classify 

user reviews into positive or negative sentiment categories to 

understand how users tend to feel satisfied or disappointed. If 

the user's expectations are not in accordance, they can be 

identified based on the user's negative comments so that a 

better evaluation of changes can be carried out. It helps 

companies maintain and improve service quality and user 

satisfaction. On the sentiment used, how optimal is the TF-

IDF method for text in its use, the modeling used by Random 

Forest in classifying Shopee shop application reviews, the 

evaluation matrix results answer with 94% accuracy, 91% 

precision, and an F1 score of 93%. The problems were found 

in the limitations of the research, namely the identification of 

English words and regional languages because the corpus 

module we used was the Indonesian language corpus of 

literature. 

II. LITERATUR REVIEW 
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Theories in previous research are used as a basic reference 

to limit the application of relevant theories. This research [5] 

aims to help Shopee manage the positive or negative opinions 

of application users and provide empirical evidence for related 

theories so that they can be used as a thought contribution to 

developing further theories. The results obtained using the 

Naive Bayes algorithm are 96.67% accuracy [5]. 

The second research is to identify opinions, ideas, or 

thoughts from online media. The results obtained using the 

SVM algorithm are 80.90% accuracy, and it can also be 

concluded from the use of the SVM algorithm in 2022 from 

January to March, a rating of 50% of users liked the app, and 

5% of users didn't like the Shopee app [12]. 

The third study [3] processes user comments using the 

Support Vector Machine (SVM) algorithm and Decision Tree 

to see the algorithm's accuracy and the positive and negative 

reviews. This study uses the SVM algorithm to get an 

accuracy value of 82.19%. It can be concluded that if we 

compare the decision tree method and the support vector 

machine (SVM) method based on the accuracy of this study, 

the support vector machine (SVM) method has a higher 

prediction accuracy for sentiment analysis.  
Using data from reviews on Google Playstore, the study [10] 

gauges how satisfied Shopee account holders are. This 

investigation obtained 89.0%, 89.4%, and 83.0% accuracy 

using the K-NN, Support Vector Machine, and Random Forest 

algorithms. The support vector machine (SVM) approach has 

a greater prediction accuracy for sentiment analysis if we 

compare the K-NN, Support Vector Machine, and Random 

Forest methods based on the accuracy of this study [10]. 

In the study [11], the goal was to learn about user feedback, 

which could be accomplished by examining the sentiments of 

each app review. In this investigation, the accuracy values for 

the Decision Tree and Random Forest algorithms were 

54.38% and 60.08%, respectively. Based on the accuracy of 

this research, it can be said that when comparing the Decision 

Tree and Random Forest approaches, the Random Forest 

method has a higher prediction accuracy for sentiment 

analysis [11]. 

III. RESEARCH METHODOLOGY 

This section will explain the research flow as in Figure 1. 

The first stage is entering the dataset that will be used. The 

dataset is processed first with the Cleaning, Case Folding, and 

Punctuation methods. After that, it enters into resistance 

vectorization using TF-IDF to proceed to the classification 

stage using Random Forest. Classification results will be 

tested using the Evaluation Matrix, and the results will be 

classification accuracy. 

Sentiment analysis itself is textual context mining. The 

process is to identify and extract data from subjective textual 

information from the source material to express emotions, 

opinions, judgments, and attitudes and help you understand 

people's emotions. Emotion. This is done to understand the 

content of emotional information contained in an opinion 

statement about a person's dilemma or object and whether that 

person tends to have negative, positive, or neutral opinions 

[13]. 

 

 
Figure  1. Research Flow 

A. Dataset 

The dataset comes from Kaggle under the title 'shopee 

reviews'. This dataset contains features including users, 

reviews, labels, dates, case folding, punctuation, and deleted 

emojis (clean). The dataset used is 2937 data in Table I, with 

1668 data labeled positive and 1269 data labeled negative in 

Table II. 
TABLE I 

DATASET DESCRIPTION 
Dataset Number of Attributes Amount of data 

Shopee Review 7 2937 

 
TABLE II 

DATASET ATTRIBUTES 
Attribute Value 

User 

Review 

User 

Text 

Sentiment Positive and Negative 

Date Date 

Case_folding Changing the text to small or lowercase and the word 

separation process 

Punctuation As an aid to understanding and reading correctly, either 

silently or aloud, in handwriting and print. 

Remove 

Emoji 

(Clean) 

Cleaning data from unrelated attributes, such as 

hashtag numbers, website addresses, emails, 

usernames, and emoticons. 

User Application username 

B. Random Forest 

Random Forest is a classification algorithm. Random 

Forest builds several decision trees and combines them to get 

more sTable and accurate predictions [14]. A "forest" 

constructed by a Random Forest is a collection of decision 

trees typically trained using the bagging method [15]. The 

idea of a Random Forest is a classification algorithm. Random 

Forest builds several decision trees and combines them to get 

more sTable and accurate predictions. A "forest" constructed 

by a Random Forest is a collection of decision trees typically 

trained using the bagging method. The general idea of the 

bagging method is to combine learning models to improve 

overall results [16]. 
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The Random forest algorithm increases the randomness of 

the model as the tree grows. Instead of looking for the most 

important trait when splitting nodes, Random Forest looks for 

the best trait from a subset of random traits. As a result, these 

methods produce wide variations and generally lead to better 

models [17]. How the random forest algorithm works can be 

explained in the following steps: 

• The algorithm selects a random sample from the 

provided data set. 

• Create a decision tree for each selected sample. Then, 

get the predicted results from each decision tree 

obtained. 

• The voting process is running for each prediction result. 

Classification problems use mode (the most frequently 

occurring value), and regression problems use the 

mean (average value). Algorithm 

• Choose the prediction result with the most votes as the 

final prediction. 

C. Term-Weigthing (TF-IDF) 

Term Weighting is a system for assigning weights to each 

term in the text because the text classification method requires 

a word weighting system to transfer data forms and then 

change the text into a more effective model. The analysis 

process can be carried out [18]. How to calculate the term 

frequency-inverse document frequency (TF-IDF) for each 

term [19] using Equations (4) and (5). The N variable is a total 

of all documents, the DF variable is a total document 

containing the word, the tf variable is a term frequency, and 

the IDF variable is an inverse document frequency. 

 

IDF = log/NDF (4)   

            

TF-IDF = 𝑡𝑓∗𝑖𝑑  (5) 

D. Evaluation Matrix 

The confusion matrix determines whether the 

classification model's performance consists of the number of 

rows of data tested for true and false [20]. The goal is to 

determine the results of a classification model that can be read 

from the performance measurement parameters accuracy, 

recognition value, and precision based on Table III [21]. 

 
TABLE III 

ACCURACY MEASUREMENT 
Measurement Definition Formula 

Accuracy (A) Accuracy determines the 

accuracy of the algorithm in 

predicting instances 

 

A=(TP+TN) / (Total 

number of samples) 

 

Precision (P) Classifier, 

correctness/accuracy is 

measured by precision 

 

P = TP / (TP+ FP) 

 

Recall (R) To measure classifier 

completeness or sensitivity, 

using recall 

 

R =TP / (TP+FN) 

 

F-Measure (F) F-Measure is the average of 

precision and recall. 

F=2*(P*R) / (P+R) 

 

IV. RESULT AND DISCUSSION 

It was cleaning up preprocessing data in the dataset used at 

this point. The dataset collected has been expanded to include 

the cleaning procedure, case folding, and punctuation. 

Because all the words in this column have been cleaned, it 

will be used as the X variable. The Sentiment column will 

serve as the Y variable. The Sentiment column will undergo a 

labeling change with a positive label equal to 1 and a negative 

label equal to 0. 

Data that has made it through the preprocessing stage and 

is ready for classification must be in numerical form. 

Transforming the data into a numerical format can be 

accomplished using the TF-IDF weighting approach. 

Combining the TF-IDF value of a word with its IDF value is 

the method by which the weight of a word is established. The 

TF-IDF method combines two ideas: the frequency at which a 

word appears in a text and the inverse frequency at which 

documents contain that word. 

The random forest approach proposed by Breiman is a 

machine-learning algorithm with multiple decision trees. 

Random forest is a combination of bagging techniques and 

random subspaces. This method has proven valuable in 

regression and classification problems in recent years and is 

one of the best machine-learning algorithms used in various 

fields. The performance was evaluated from a random random 

forest using the confusion matrix in Figure 2. 

 

 

Figure  2. Confusion Matrix Random Forest 

The random forest algorithm is used in this study. Accuracy, 

f value, recall, precision, and f value are used for classification 

in this study. Table II describes the dataset, and Table III 

provides the accuracy measurements. 

 
TABLE IV 

RANDOM FOREST ALGORITHM PERFORMANCE  
Classification 

Algorithm  

Precision Recall F-Measure Accuracy 

 

Random Forest  0.91 0.91 0.93 0.94 

 

Table IV shows that the performance of the random forest 

classification algorithm has an accuracy rate of 94%. This 

represents a classification algorithm built to predict the level 



Inform : Jurnal Ilmiah Bidang Teknologi Informasi dan Komunikasi 

  Vol.9 No.1 January 2024, P-ISSN : 2502-3470, E-ISSN : 2581-0367 

 

23 

DOI : https://doi.org/10.25139/inform.v9i1.5465 
 

of usefulness of the Shopee application to the public. The 

closer to the value of one, the better the classification level 

that is built. A comparison of the two previous studies can be 

seen in Table V. 
TABLE V 

COMPARISON OF RESULTS WITH PREVIOUS STUDIES  

Author Algorithm Accuracy 

[10] K Nearest Neighbor (K-NN) 

Random Forest 

Support Vector Machine (SVM) 

89,0% 

83,0% 

89,4% 

[11] Random Forest 60.08% 

 

Table V describes the accuracy of each research that has been 

done. In the [10] research, they used three algorithms to be 

compared. K-NN results are 89.0%, Random Forest 83.0%, 

and SVM 89.4%. This study has surpassed the results of the 

three algorithms. Likewise, research [11] using Random 

Forest only got 60.08% accuracy. The different strategies 

employed undoubtedly have an impact on the results. The 

general flow of previous studies is very similar to current 

research. At the preprocessing step, the discrepancies are 

noticeable. In research [10], a functionality that would 

eliminate all punctuation marks was not added. A language 

normalization tool was introduced in research [11] to convert 

slang, alay, or slang syllables back to regular language or 

normal forms, which we don't utilize the function for. Because 

of this, our data is more varied and has a higher potential for 

accuracy. 

V. CONCLUSION 

Taken from 2937 review data consisting of 1668 positive 

reviews and 1269 negative reviews from the testing results 

using the random forest algorithm using review data from the 

Shopee application on Playstore. The random forest algorithm 

produces 94% accuracy and is included in the very good 

classification. The random forest algorithm can solve the 

sentiment classification problem in the Shopee application. In 

future research, we will try to build a new engine/algorithm 

and try to add datasets in the hope that the level of accuracy 

will be even better. 
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