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Abstract— Lung cancer stands as a significant global contributor to human mortality, constituting 25% of all cancer-related deaths 
in 2021. Its elusive nature, often devoid of early symptoms in a quarter of diagnosed cases, poses a challenge for timely detection. 
Unlike some other cancers, lung cancer remains hidden from the naked eye, with its symptoms often masquerading as those of 
other ailments like bronchitis, asthma, or persistent coughs. Early diagnosis is pivotal for effective treatment and increased survival 
rates. In light of the pressing nature of the situation, this study investigates the prediction of lung cancer by using data mining tools. 
It is essential to conduct data mining, which is a process that involves searching for patterns and trends inside vast data repositories 
to discover valuable insights. Within this context, classification emerges as a fundamental aspect that discerns objects based on 
their distinctive characteristics. A comparative study is undertaken to address the complexities associated with lung cancer 
classification, focusing on the K-Nearest Neighbor (KNN) and Naïve Bayes Classifier (NBC) algorithms. Through the utilization 
of a dataset that contains one thousand instances and twenty-four criteria, the purpose of this study is to determine which algorithm 
is preferable in the categorization of lung cancer. Upon analysis, the study yields noteworthy results. The KNN algorithm exhibits 
an accuracy rate of 98.34%, surpassing the NBC algorithm's accuracy of 89.37%. Consequently, this research concludes that, in 
lung cancer classification, the KNN algorithm outperforms the Naïve Bayes algorithm. These findings promise to enhance the 
efficacy of early lung cancer detection, potentially saving numerous lives through improved classification methods. 
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I. INTRODUCTION 

The most significant cause of death in humans is cancer [1], 

[2]. Cancer is an abnormal growth of cells that can grow and 

spread to other parts of the body [3]. Cancer is one of the 

diseases that can linger for a very long time. Patients who have 

cancer frequently experience pain, which may be brought on by 

the symptoms of the disease itself or by the procedures and 

treatments they undergo [4]. Lung cancer remains the most 

common type of cancer globally and accounts for nearly 25% of 

all cancer-related deaths in 2021. More than 80% of these cases 

can be directly attributed to smoking. In addition, about another 

2.7% of deaths are caused by passive exposure to cigarette 

smoke [5], [6]. Lung cancer is characterized by uncontrolled cell 

growth in the lung tissue, especially the cells that line the 

respiratory system [7], [8]. Based on the research results, 

approximately a quarter of individuals diagnosed with early-

stage lung cancer do not manifest any noticeable symptoms. In 

contrast to some other forms of cancer, lung cancer remains 

invisible to the unaided eye, and its indications frequently 

overlap with those of other illnesses like bronchitis, asthma, and 

cough. [9], [10]. The early classification of lung cancer is 

necessary to achieve a cure for the disease. Early diagnosis of 

lung disease has the potential to save a significant number of 

lives [1]. Using data mining tools makes it possible to make 

predictions regarding lung cancer [1]. 

Data mining is a process that utilizes statistical, 

mathematical, artificial intelligence, and machine learning 

techniques to discover and extract valuable information and 

pertinent knowledge from a variety of interconnected databases. 

[11]. Data mining also aims to find new similarities, patterns, 

and trends that have meaning by categorizing extensive data in 

repositories. This is done through applying pattern recognition 

technology and statistical and mathematical techniques [12]. 

This process can involve several stages, including data 

preprocessing, exploration data, modeling, and evaluation [13]. 

One of the most essential things in data mining is classification 

[14]. Classification is a way to distinguish objects based on their 

characteristics [15]. Classification is a process that consists of 

two stages, namely, the learning stage and the classification 

stage. A classification algorithm will build a classification 

model in the learning stage by analyzing training data. The 

learning stage can also be viewed as a function or mapping stage 

Y=F(X), where Y is the predicted class, and X is the tuple whose 

class will be indicated. Classification is the process of finding a 

set of models that describe and distinguish data classes with the 

aim that the model can be used to predict the class of an object 

whose class is unknown [16]. Classification uses technology 

with several algorithms, such as Naive Bayes, Decision Tree, 

and K-Nearest Neighbor [1], [17]. 

In previous research, the Naïve Bayes algorithm has been 

applied to classify lung cancer. The study used 309 data in the 

form of CSV, divided into 70% training data and 30% testing 
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data with 16 attributes. This research resulted in an accuracy of 

94.62% [18]. 

The following study also used Naïve Bayes for lung cancer 

classification. The study used 134 data, which were divided into 

100 training data and 34 testing data, with the criteria of 

shortness of breath, cough, bloody cough, phlegm, fever, 

weakness, decreased appetite, nausea, vomiting, stool, tub, 

history of asthma, history of stroke, history of tuberculosis, 

headache, heartburn, chest pain, weight loss, and night sweats. 

The study resulted in an accuracy of 97.06% [14]. 

Previous research has compared SVM and KNN algorithms 

for lung cancer classification. The study used 309 data divided 

into 70% training data and 30% testing data with 16 attributes. 

The results showed that the SVM algorithm has better accuracy 

than the KNN algorithm, which is 92.61% compared to 89.65%. 

[19]. 

Previous research has implemented classification using the 

Random Forest algorithm. Tests were conducted using 

Confusion Matrix and K-fold Cross Validation. The Confusion 

Matrix test results showed the highest accuracy of 0.904 and an 

average accuracy of 0.813. Test results using K-fold cross-

validation show the highest average accuracy of 0.889 when 

using 5-fold cross-validation [20]. 

The objective is to solve this issue by conducting comparative 

research between the K-Nearest Neighbour and Naïve Bayes 

algorithms for lung classification. This research will use 1000 

datasets with 24 criteria. The results are expected to provide 

information on which algorithm is better for lung classification. 

II. RESEARCH METHODOLOGY 

 

 
Figure 1. Research Stages 

The study presents a visual representation in Figure 1, 

illustrating the comparison between the KNN and Naïve Bayes 

algorithms in the context of lung cancer classification. They 

started with preparing the dataset and then preprocessing it. 

Then, the data is divided into two: training and testing. Then, 

calculations are carried out using the KNN and Naïve Bayes 

algorithms using RapidMiner toll. Following the completion of 

algorithmic computations, the accuracy is subsequently 

assessed. The accuracy results are then compared to which one 

is more suitable for classifying lung cancer. 

A. K- Nearest Neighbor 

The KNN algorithm is a classification technique that 

identifies the k nearest neighbors of a given data point slated 

for classification. [21]. The nearest neighbor is another data 

point with the closest distance to the data point being classified 

[21]. It is possible to determine the distance between two data 

points by employing a variety of distance metrics, such as the 

Euclidean distance, the Manhattan distance, and the Minkowski 

distance [21]. This research employs Euclidean distance to 

compute the distance between two data points. The Euclidean 

distance formula is in the Equation (1)[21] 

𝑑(𝑥, 𝑦) =  √∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1          (1) 

The following symbols have a unique role in measuring the 

distance between data in a system. Expressed as d, the variable 

distance (d) indicates the distance between two data in the 

system. The variable (x) represents training data, the data set 

used to train the model or system. Meanwhile, variable (y) 

refers to test data, which is the data used to test the performance 

of the trained model or system. The variable (n), or data 

dimension, characterizes the number of dimensions or 

attributes the data owns. Finally, the variable (i) signifies the 

data variable, which can refer to a particular attribute or 

dimension of the data. KNN Algorithm modeling flow is 

presented in Figure 2. 

 
Figure 2. Testing Flow of KNN Algorithm 
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B. Naïve Bayes 

The Naïve Bayes algorithm functions as a straightforward 

probability classifier, determining a set of probabilities by 

tallying frequencies and combinations of values within a 

provided dataset. Grounded in Bayes' theorem, the algorithm 

operates under the assumption of independence among all 

variables, considering the class variable's value. This 

presumption of conditional independence is often not met in 

practical, real-world scenarios. Consequently, it is termed 

"Naïve." However, the algorithm demonstrates swift learning 

capabilities across controlled classification problems despite 

this simplification. [22]. Naïve Bayes can be calculated using 

Bayes Theorem Equation (2) [23].  

 

𝑃(𝐻|𝑋) =  
𝑃(𝑋|𝐻)𝑃(𝐻)

𝑃(𝑋)
   (2) 

 
Where, P(H) is the prior probability value of the hypothesis 

on a sample, commonly referred to as a priori. The P(X) 

variable is the evidence of the training data probability. The 

P(H|X) variable is the probability value of H affecting X 

(posterior density), while P(X|H) is the probability of x to h 

called the likelihood. The NBC Algorithm modelling flow is 

presented in Figure 3. 

 

 
Figure 3. Testing Flow of NBC Algorithm 

C. Evaluation  

Following the completion of classification using the Naïve 

Bayes and KNN algorithms, a comparison will be conducted 

between the accuracy values obtained from Equation (3), the 

precision values obtained from Equation (4), and the recall 

values obtained from Equation (5) in the context of predicting 

lung cancer disease. Accuracy entails the proportion of accurate 

predictions concerning the total predictions made. Precision 

represents the ratio of correct optimistic predictions to the 

overall positive predictions. Recall delineates the ratio of correct 

optimistic predictions to the total actual positive data [24]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
𝑥100%  (3) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
𝑥100%  (4) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝐹𝑁+𝑇𝑃
𝑥100%   (5) 

In analyzing the performance of a model or classification 

system's performance, four important metrics reflect the extent 

to which the model's predictions are accurate. True positive (TP) 

indicates the true-positive data was correctly predicted as 

positive. True-negative (TN) refers to the true-negative data 

correctly predicted as negative. Meanwhile, false negative (FN) 

is the amount of data that is actually positive but was mistakenly 

predicted as negative. On the other hand, false positive (FP) 

describes the amount of data that is actually negative but 

mistakenly predicted as positive. These four metrics help 

provide a comprehensive picture of the model's ability to 

recognize and predict the data class [25]. 

III. RESULT AND DISCUSSION 

This study employs data obtained from the Kaggle 

repository, presented in the format of CSV files, comprising a 

total of 1000 entries. Out of the complete dataset, 700 entries 

were utilized for the training phase, while the remaining 300 

were reserved for the testing phase. Twenty-four criteria 

become research variables, including individual characteristics 

such as Genetic Risk, Obesity, Wheezing, Alcohol use, Chronic 

Lung Disease, Dust Allergy, Passive Smoking, Snoring, Chest 

Pain, Coughing of Blood, Air Pollution, Smoking, Weight 

Loss, Shortness of Breath, Fatigue, Balanced Diet, Swallowing 

Difficulty, Clubbing of Finger Nails, Frequent Cold, Dry 

Cough, Age, Gender, Occupational Hazards and Level as 

outcome criteria. The sample of the dataset used is presented 

(Table I). 
TABLE I 

LUNG CANCER DATA 

Index 
Patient 

Id 
Age … Gender Snoring Level 

0 P1 33 … 1 4 Low 

1 P2 17 … 1 2 Medium 

2 P3 35 … 1 2 High 

3 P4 37 … 1 5 High 

4 P5 46 … 1 3 High 
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Index 
Patient 

Id 
Age … Gender Snoring Level 

5 P6 35 … 1 2 High 

… … … … … … … 

994 P995 33 … 1 2 High 

995 P996 44 … 1 3 High 

996 P997 37 … 2 4 High 

997 P998 25 … 2 2 High 

998 P999 18 … 2 3 High 

999 P1000 47 … 1 2 High 

A. Data Preprocessing 

In the preprocessing stage, data transformation is a process in 

which data patterns can be changed through the application of 

data mining techniques. In this context, data mining techniques 

are used to identify, explore, and analyze hidden or not directly 

visible patterns in the dataset. The primary purpose of data 

transformation is to change the data's structure or distribution 

to better suit the needs of further analysis or processing [26]. 

The sample of the dataset after preprocessing is presented in 

Table II. 
TABLE II 

LUNG CANCER DATA AFTER PRE-PROCESSING 

Index 
Patient 

Id 
Age … Gender Snoring Level 

0 P1 Dewasa Muda … 1 4 Low 

1 P2 Remaja … 1 2 Medium 

2 P3 Dewasa Muda … 1 2 High 

3 P4 Dewasa … 1 5 High 

4 P5 Dewasa Lanjut … 1 3 High 

5 P6 Dewasa Muda … 1 2 High 

… … … … … … … 

994 P995 Dewasa Muda … 1 2 High 

995 P996 Dewasa … 1 3 High 

996 P997 Dewasa … 2 4 High 

997 P998 Remaja … 2 2 High 

998 P999 Remaja … 2 3 High 

999 P1000 Dewasa Lanjut … 1 2 High 

B. Classification using KNN and Naïve Bayes Algorithms 

The classification results using the K-Nearest Neighbors 

(KNN) algorithm on the RapidMiner tool with a split ratio of 

70:30 and a value of k = 11 showed an accuracy rate of 98.34%. 

Meanwhile, in the classification using the Naïve Bayes 

Classification (NBC) algorithm with the same split ratio, an 

accuracy rate of 89.37% was obtained. Details of the 

classification results for both algorithms can be found in Table 

III. 
 

 

 

TABLE III 

KNN AND NBC TESTING RESULTS 

  
True Low True Medium True High 

KNN NBC KNN NBC KNN NBC 

Pred. Low 91 85 0 0 0 0 

Pred. 

Medium 
0 4 95 81 0 7 

Pred. High 0 2 5 19 110 103 

 

Furthermore, to offer a more comprehensive 

comprehension of the performance of the two algorithms, the 

results of the K-Nearest Neighbours and Naïve Bayes Classifier 

tests can be elucidated through the Confusion Matrix. This 

matrix encompasses the average precision, recall, and accuracy 

values presented in Table IV. 

 
TABLE IV 

KNN AND NBC MODEL PERFORMANCE 
Model 

Performance 
KNN NBC 

Precission 98,55% 90,36% 

Recall 98,33% 89,35% 

Accuracy 98,34% 89,37% 

C. Performance Comparison of KNN and Naïve Bayes 

Algorithms 

The classification testing process that has been carried out 

on the KNN and NBC algorithms, the performance of each 

algorithm. Figure 4 shows the precision, recall, and accuracy 

values for the KNN and Naïve Bayes algorithms. In the KNN 

algorithm, the precision, recall, and accuracy values are 

98.55%, 98.33%, and 98.34%, respectively. While in the Naïve 

Bayes algorithm, the precision, recall, and accuracy values are 

90.36%, 89.35%, and 89.37%, respectively. This study shows 

that the KNN algorithm has better performance than Naïve 

Bayes in lung cancer classification. 
 

 
Figure 4. Performance Comparison of Algorithms 
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IV. CONCLUSION 

In this investigation, data related to lung cancer was 

extracted from the Kaggle repository, presenting a dataset of 

1000 entries formatted in CSV. The dataset was divided into 

two subsets, with 700 entries designated for the training phase 

and 300 for the subsequent testing process. A comprehensive 

analysis encompassed 24 criteria to delve into various aspects 

of lung cancer. 

The testing phase was executed using the powerful 

RapidMiner software, facilitating a meticulous examination of 

the accuracy values yielded by the K-Nearest Neighbor (KNN) 

and Naïve Bayes algorithms. The obtained results delineated a 

noteworthy disparity in accuracy between the two algorithms. 

Specifically, the KNN algorithm showcased an impressive 

accuracy of 98.34%, while the Naïve Bayes algorithm trailed 

with a slightly lower accuracy value of 89.37%. 

This discernible difference in accuracy strongly suggests that 

the KNN algorithm outperforms its Naïve Bayes counterpart in 

the classification of lung cancer based on the dataset employed 

in this study. The findings underscore the KNN algorithm's 

capacity to provide more precise and effective results in lung 

disease classification. This conclusion carries valuable 

implications for advancing lung cancer disease detection and 

classification methodologies utilizing data mining techniques, 

presenting a promising stride toward enhancing diagnostic 

accuracy and patient outcomes in the field of pulmonary health.  
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